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Abstract

The term Internet of Things (IoT) refers to real-world physical objects that have sensors, com-
puting power, and software that may communicate to other systems and devices over the Internet
to exchange data. Such devices can greatly improve the quality of life of its users. For example,
voice-controlled devices can allow visually and/or mobility impaired people to control home appli-
ances. Nevertheless, the field of IoT has numerous security challenges that need to be addressed.
Researchers have reported various attacks against the confidentiality, integrity, and availability of
IoT devices. Additionally, because these IoT devices come in such large numbers, they are a very
attractive target for adversaries. Most of these security challenges can be solved by making use of
cryptographic tools, one of which is Public Key Infrastructure (PKI). Public Key Infrastructure is
a suite of soft- and hardware that enables computer systems to control public-key encryption. The
goal of a PKI is to make it easier to transfer information securely over the internet and to verify
the identities of the parties involved in the transmission. Unfortunately, IoT vendors have been
sluggish to embrace PKI for technical and financial reasons. For example, because of the nature
of traditional PKI, the architecture introduces a single point of failure. This is an issue especially
important in IoT, as the large number of devices introduce a large attack surface. Furthermore,
because of the resource-constrained nature of IoT devices, the traditional cryptographic tools will
have severe performance limitations when executed on regular IoT hardware.

This thesis aims to address the aforementioned issues by researching the academic landscape re-
garding PKI for IoT, in order to identify issues and opportunities in designing such a tailored PKI.
Furthermore, we introduce a decentralized lightweight PKI system that makes use of lightweight
cryptography and certificates, and is thus suited for computationally limited IoT devices. More-
over, because of the decentralized architecture of this novel PKI system, the architecture scales
well and is thus especially fitting for IoT devices. We not only find that it is feasible to implement
a PKI for IoT, but that this PKI, in some aspects, performs better than existing PKIs in the
literature.

2



Acknowledgements

With this thesis, I am completing my five-year study here at the University of Twente. I would like
to express my sincere gratitude to everyone who supported me throughout the journey of finishing
this master’s thesis.

First and foremost, I am immensely grateful to my supervisor, Dr. Mohammed Elhajj, for his
guidance, expertise, our weekly meetings, and the quick responses to my questions. His feedback
has been very helpful in shaping this research work.

I would also like to extend my appreciation to the members of my thesis committee, Dr. Faiza
Bukhsh, for her time, expertise, and comments. Her input has greatly enhanced the quality of the
final parts this thesis.

Moreover, I want to thank Christopher, Joppe, and Tijmen for the many evenings of hanging out
at ‘t Volbert. Thanks to them, I was able to get my mind off, so that I could restart work with full
focus the next day. I would like to give special thanks to Joppe, whose expertise was invaluable in
conducting the energy analysis for my research.

Furthermore, I would like to offer my gratitude to the friends I made during my study here. Armin,
Darell, Feije, Joost, Jorrit, Karel, Mart, Max, Neil, Rifqi, and Stan, your company has made my
time here at the university a great experience. I eagerly look forward to reuniting with each of
you.

Finally, I want to express my gratitude to my parents and sister. Steven, Simone, and Marleen,
thank you for supporting me through the journey of this thesis and my entire study here at the
University of Twente.

3



Contents

1 Introduction 12
1.1 Problem statement . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
1.2 Research objective . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
1.3 Methodology . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
1.4 Thesis outline . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15

2 Designing the Systematic Literature Review 16
2.1 Research questions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
2.2 Methodology . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16

2.2.1 Searching the online databases . . . . . . . . . . . . . . . . . . . . . . . . . 16
2.2.2 Filtering results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
2.2.3 Analyzing and categorizing metadata of results . . . . . . . . . . . . . . . . 18
2.2.4 Presenting knowledge gaps and new research directions . . . . . . . . . . . 19

2.3 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19

3 Performing the Systematic Literature Review 20
3.1 Searching the online databases . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
3.2 Filtering results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
3.3 Analyzing and categorizing metadata of results . . . . . . . . . . . . . . . . . . . . 23
3.4 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25

4 Literature analysis 26
4.1 Elliptic Curve Cryptography . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
4.2 Decentralized technologies . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
4.3 DNA cryptography . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
4.4 Pairing-based cryptography . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
4.5 Physical Unclonable Functions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
4.6 Miscellaneous articles . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
4.7 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
4.8 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35

5 Proposed solution 43
5.1 Zone setup . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
5.2 Node enrollment . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45

5.2.1 Subsequent communication . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
5.3 Zone extension . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
5.4 Certificate updating . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48
5.5 Certificate revocation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48
5.6 Certificate lookup . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48
5.7 Certificate verification . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
5.8 Zone master revocation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
5.9 Node unenrollment . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
5.10 Certificates and keys . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50

5.10.1 Version number . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50

4



5.10.2 Serial number . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
5.10.3 Signature . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
5.10.4 Issuer . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
5.10.5 Validity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
5.10.6 Subject . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52
5.10.7 Subject Public Key Info . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52
5.10.8 Unique identifiers . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52
5.10.9 Extensions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52
5.10.10 TBS Certificate . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
5.10.11 Signature Algorithm . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
5.10.12 Signature Value . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
5.10.13 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53

5.11 Security considerations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54
5.11.1 Denial-of-Service . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54
5.11.2 Blocking of messages . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54

5.12 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54

6 Performance analysis 55
6.1 Experimental setup . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55

6.1.1 Certificate size . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56
6.1.2 Certificate generation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56
6.1.3 Node enrollment . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56
6.1.4 Zone extension . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
6.1.5 Certificate lookup . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
6.1.6 Certificate verification . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57

6.2 Experimental results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
6.2.1 Certificate size . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
6.2.2 Certificate generation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
6.2.3 Node enrollment . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58
6.2.4 Zone extension . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58
6.2.5 Certificate lookup . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
6.2.6 Certificate verification . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60

6.3 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60
6.3.1 Certificate size . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60
6.3.2 Certificate verification . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60

6.4 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61

7 Security analysis 63
7.1 Adversarial model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
7.2 Assumptions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
7.3 Theoretical analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64

7.3.1 Certificate updating . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64
7.3.2 Node unenrollment . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64
7.3.3 Certificate lookup . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64

7.4 Security guarantees . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65
7.4.1 Secure against replay attacks . . . . . . . . . . . . . . . . . . . . . . . . . . 65
7.4.2 Mutual authentication . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65
7.4.3 Secure against impersonation attacks . . . . . . . . . . . . . . . . . . . . . . 65
7.4.4 Secure against Man-in-the-Middle attacks . . . . . . . . . . . . . . . . . . . 65
7.4.5 Secure against brute-force attacks . . . . . . . . . . . . . . . . . . . . . . . 65
7.4.6 Secure against passive attacks . . . . . . . . . . . . . . . . . . . . . . . . . . 65

7.5 Formal analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66
7.5.1 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66

7.6 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66

8 Conclusions 68

5



8.1 Research objectives . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68
8.2 Contributions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69
8.3 Research questions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69

8.3.1 RQ1: What are the current issues regarding PKI for IoT? . . . . . . . . . . 69
8.3.2 RQ2: What are the lightweight PKI solutions already present in the literature? 69
8.3.3 RQ3: How do we implement a lightweight PKI solution for the IoT? . . . . 70
8.3.4 RQ4: How will this new lightweight PKI solution perform compared with

traditional and literature PKI solutions? . . . . . . . . . . . . . . . . . . . . 70
8.4 Limitations and future works . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71

8.4.1 Certificate queries . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
8.4.2 TOFU on enrollment . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
8.4.3 Implementation bottleneck . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
8.4.4 Certificate verification . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71

A HLPSL models 79
A.1 Node enrollment (Section 5.2) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79
A.2 Subsequent communication (Section 5.2.1) . . . . . . . . . . . . . . . . . . . . . . . 80

6



List of Figures

1.1 Concise overview of the PKI structure. . . . . . . . . . . . . . . . . . . . . . . . . . 13

2.1 Overview of the systematic literature framework. . . . . . . . . . . . . . . . . . . . 17

3.1 The left chart shows the percentage of the papers that address cryptographic or au-
thentication protocols, and papers that address PKI or key distribution. The right
chart shows the main mechanics/technologies used in papers of remaining corpus.
Miscellaneous technologies include identity-based cryptography, Constrained Appli-
cation Protocol (CoAP), Concise Binary Object Representation (CBOR) and X.509
optimizations. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21

3.2 Number of articles in corpus per year. . . . . . . . . . . . . . . . . . . . . . . . . . 21
3.3 Co-authorship graph on PKI, Cryptography and IoT before filtering (Section 3.1).

Created with VOSviewer [1]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
3.4 Co-occurrence of keywords (limited to 33 keywords) (before filtering, Section 3.1).

Created with VOSviewer [1]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
3.5 The most frequently mentioned words used in article titles, before filtering (Section

3.1). Search terms (Table 2.1) are highlighted in orange. . . . . . . . . . . . . . . . 23
3.6 Overview of the systematic literature framework. Also, the number of articles re-

maining after each step are shown. . . . . . . . . . . . . . . . . . . . . . . . . . . . 25

4.1 Overview of the discovered technologies used in the articles in this SLR. . . . . . . 26

5.1 Overview of the proposed design. The gray circles represent zones, in which IoT
devices are situated. The IoT devices are individually connected to their zone master
located above them. Moreover, the zone masters are able to communicate among
their neighbors. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43

5.2 Node enrollment procedure visualized. . . . . . . . . . . . . . . . . . . . . . . . . . 44
5.3 Lifecycle diagrams of a node and zone. The transitions between states contain

hyperlinks to their respective sections. . . . . . . . . . . . . . . . . . . . . . . . . . 46
5.4 Node enrollment. Optional data is denoted by square brackets. . . . . . . . . . . . 47
5.5 Demonstration of MITM attack. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
5.6 Zone extension procedure illustrated. . . . . . . . . . . . . . . . . . . . . . . . . . . 48
5.7 Certificate lookup procedure illustrated. . . . . . . . . . . . . . . . . . . . . . . . . 49
5.8 Zone revocation illustrated: all circles represent zone masters. In the real architec-

ture, nodes are identified by their UUID, but for readability purposes, we refer to
them by a letter. In this case, zone B revokes its child zone C (Figure a), after which
it is removed from the zone chain (Figure b). . . . . . . . . . . . . . . . . . . . . . 50

5.9 Overview of a traditional X.509 certificate [2]. All fields are explained in the sections
below. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51

5.10 Overview of the optimized X.509 certificate for IoT. . . . . . . . . . . . . . . . . . 54

6.1 Experimental setup for the energy analysis. The dedicated energy measurement
hardware sits on the connection between the Raspberry Pi and the power outlet. . 56

6.2 Certificate size in bytes. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
6.3 Benchmark of certificate generation. . . . . . . . . . . . . . . . . . . . . . . . . . . 58

7



6.4 Benchmark of node enrollment. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58
6.5 Benchmark of zone extension. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
6.6 Benchmark of certificate lookup. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
6.7 Benchmark of certificate verification. . . . . . . . . . . . . . . . . . . . . . . . . . . 60

8



List of Tables

1.1 Factor difference in average execution time (cycles) of identical encryption algo-
rithms between x86_64 and other architectures (specified in the first row). . . . . 14

2.1 Search terms used to compose the search query. A star (*) represents a wildcard. . 18
2.2 Online digital databases used for the research. . . . . . . . . . . . . . . . . . . . . . 18
2.3 Inclusion and exclusion criteria for research papers. . . . . . . . . . . . . . . . . . . 19

3.1 Number of search results per online database . . . . . . . . . . . . . . . . . . . . . 20
3.2 Most-cited articles on PKI, cryptography and IoT after filtering (Section 3.2). . . . 24

4.1 Advantages and disadvantages of the proposed technologies found in the literature
study. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35

4.2 Overview of the reviewed papers that present novel works regarding PKI for IoT. . 37
4.3 Overview of the reviewed papers that present novel works regarding cryptography

for IoT. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39

5.1 Symbols and notations used in this chapter. . . . . . . . . . . . . . . . . . . . . . . 45

6.1 Comparison of proposed solution with those present in the literature. . . . . . . . . 61

9



List of Acronyms

AES Advanced Encryption Standard. 12, 30, 41, 46, 65

AVISPA Automated Validation of Internet Security Protocols and Applications. 63, 66

CA Certificate Authority. 13, 14, 29, 32, 35, 44, 45, 51–54, 68–70

CBOR Concise Binary Object Representation. 7, 21, 23, 32, 45, 50, 55–62, 70

CH Cluster Heads. 27, 28, 40

CL-Atse Constraint-Logic-based Attack Searcher. 66

CN Common Name. 51

CoAP Constrained Application Protocol. 7, 21, 23, 29, 38, 42

CPS Cyber-Physical System. 17, 18, 21, 31

CPU Central Processing Unit. 14, 28, 30, 38, 40, 46, 48, 55

CT Certificate Transparency. 32

DDoS Distributed Denial-of-Service. 12

DN Distinguished Name. 51

DNA Deoxyribonucleic acid. 30, 31, 33–35, 39, 41, 69

DoS Denial-of-Service. 14, 28, 30–32, 35, 37–40, 54

ECC Elliptic Curve Cryptography. 23, 24, 26–30, 32, 33, 35, 38–40, 44, 46, 50, 52, 60, 61, 64, 65,
69, 70

ECDH Elliptic-Curve Diffie-Hellman. 27, 28, 45, 61, 64, 65

ECDLP Elliptic-Curve Discrete Logarithm Problem. 44, 45, 64

ECDSA Elliptic-Curve Digital Signature Algorithm. 28, 33, 61, 64, 65

EGC Elliptic Galois Cryptography. 29

HLPSL High-Level Protocol Specification Language. 66

HTTP Hypertext Transfer Protocol. 38

IBE Identity-Based Encryption. 32

IF Intermediary Format. 66

IoT Internet of Things. 2, 7, 9, 12, 14–19, 21–26, 28–32, 35, 37, 39, 43, 44, 50, 53, 54, 60, 61, 65,
68–71

10



JSON JavaScript Object Notation. 45, 50, 56, 57, 59, 62

MAC Message Authentication Code. 28

MITM Man-in-the-middle attack. 7, 27, 40, 47, 65, 66

NVS Name Value Storage. 29

OCSP Online Certificate Status Protocol. 29, 30, 37

OS Operating System. 55

PK Public Key. 13

PKI Public Key Infrastructure. 2, 7, 9, 13–19, 21–26, 28–38, 43–45, 52–54, 64–66, 68–71

PSK Pre-Shared Key. 14

PUF Physical Unclonable Function. 29, 31, 34, 35, 37, 69, 70

RA Registration Authority. 32

RAM Random Access Memory. 28, 30, 32, 38, 40, 42, 46, 48, 55, 61

ROM Read Only Memory. 31, 32, 38–40, 42

RQ Research Question. 15, 16

RSA Rivest Shamir Adleman. 33–35, 44, 50, 52, 70

SLR Systematic Literature Review. 7, 15, 16, 19–21, 25, 26, 69

SSL Secure Sockets Layer. 38

TLS Transport Layer Security. 32

TOFU Trust on First Use. 46, 71

TTP Trusted Third Party. 28

UUID Universally Unique Identifier. 7, 45–47, 50

VA Validation Authority. 28

WSN Wireless Sensor Network. 17, 18, 21, 24, 27–29, 31, 32

11



Chapter 1

Introduction

The term Internet of Things (IoT) refers to real-world physical objects that have sensors, computing
power, and software that may communicate to other systems and devices over the Internet to
exchange data [3]. By utilizing wearables and personal mobile devices like smartphones, the IoT
is transforming people’s immediate surroundings into a cyberphysical system with which they can
engage. For example, numerous home-automation devices allow consumers to automatically turn
off all their lights as soon as they leave home. People-centric IoT solutions greatly influence the
daily activities of the elderly and the disabled, improving their autonomy and self-assurance [4].
For example, voice-controlled devices can allow visually and/or mobility impaired people to control
home appliances [5]. IoT devices are characterized by being inherently heterogeneous [6] and having
stringent resource constraints [7]. Additionally, they are relatively small of size, however, there are
billions of these devices currently deployed worldwide [8]. Finally, these objects can communicate
wirelessly using protocols such as Wi-Fi, Bluetooth and Zigbee.

Nevertheless, the field of IoT has numerous security challenges that need to be addressed [9].
Researchers have reported various attacks against the confidentiality [10–12], integrity [13–15],
and availability [16, 17] of IoT devices. For example, Cui et al. [14] show how firmware upgrades
can be used to an attacker’s advantage to introduce malicious firmware alterations into embedded
devices. They demonstrate a proof-of-concept printer malware that is capable of network spying,
data exfiltration, and propagation to regular PCs and other embedded devices. Additionally,
because these IoT devices come in such large numbers [8], they are a very attractive target for
adversaries [18], who abuse these devices in order to create a botnet. A notable example of this
is the Mirai botnet [19], where attackers managed to gain access to 600k IoT devices, creating
a botnet of devices that will do anything the attackers tell the devices to do. Consequently,
this botnet targeted service provider Dyn with a Distributed Denial-of-Service (DDoS) attack in
October 2016, and as a result, numerous high-profile websites like Reddit, Spotify and Twitter
were down for multiple hours [20].

Most of these challenges can be solved by making use of cryptographic primitives1. We shall now
describe some of these (well-known) primitives.

• Symmetric-key cryptography employs the same secret key for both the encryption and de-
cryption of data. Given that the secret key is strong enough, it will be infeasible for an
adversary given just a ciphertext to reveal and/or modify the underlying plaintext. A no-
table example of symmetric-key encryption is the Advanced Encryption Standard (AES)
block cipher [21].

• Public-key cryptography employs pairs of related keys. A public key and its accompanying
private key make up each key pair [22]. The private key must be kept hidden in order for

1Although most internet-connected devices already have security measures in place, such as password authenti-
cation that make use of these cryptographic primitives, we want to point out that it is vital to properly implement
these security measures and cryptographic primitives. For example, as shown in the Cui et al. [14] paper, a large
share of the discovered printers had default passwords in place, rendering the authentication virtually useless.
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public-key cryptography to be secure. Anyone with access to a public key (which can be
distributed) can encrypt a message, creating a ciphertext. However, only those who have
access to the associated private key can decode the ciphertext to reveal the original message
[23].

• A cryptographic hash function accepts an input message of any length and outputs a fixed-
length “message digest” of the input. For a hash function to be cryptographically secure, it
must be computationally impossible to construct any message given a certain target message
digest, or to produce two messages with the same message digest [24]. Therefore, crypto-
graphic hash functions serve to verify the integrity of transmitted data.

• Finally, Public Key Infrastructure (PKI) is a suite of soft- and hardware that enables com-
puter systems to control public-key encryption. The goal of a PKI is to make it easier to
transfer information securely over the internet where more rigorous authentication is needed
(instead of, e.g., passwords) to verify the identities of the parties involved in the transmission
and the integrity of the data being transferred. PKI makes use of digital certificates, which
it is able to create, distribute, edit and revoke. A digital certificate links public keys to the
identities (also known as “subjects”) of various entities (like domain names) [25]. A Certifi-
cate Authority (CA) issues and registers certificates as part of a process that establishes the
linking.

In Figure 1.1, a succinct overview of the PKI structure is given. It consists of five steps:

Step 1: An entity, e.g., a bank (bank.com) requests a certificate from a CA, by sending it the
server’s Public Key (PK) and identity.

Step 2: After successfully verifying the identity of the bank, the CA sends back a certificate for
the identity and PK of bank.com, that is signed with the private key of the CA.

Step 3: A user wants to securely connect to bank.com. In order to do this, it will verify the PK
the bank offers, by requesting its certificate.

Step 4: Upon request, the bank hands out the certificate to the user.

Step 5: The user will check that the signature on the certificate is indeed from the CA, and that
the certificate contains the PK and identity bank.com. If these conditions are met, the user
will trust the bank and start a secure connection using the bank’s public key.

CA bank.comUser

4.

2.

1.

3.

5.

Figure 1.1: Concise overview of the PKI structure.
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1.1 Problem statement
IoT vendors have been sluggish to embrace PKI for technical and financial reasons. Here, we list
a number of important factors why traditional PKI is not adequate for the current IoT landscape.

1. Because of the nature of traditional PKI architectures, the CA introduces a single point of
failure. Therefore, it is possible for attackers to issue certificates for anybody they want if
they manage to hijack the CA. This is an issue especially important in IoT environments, as
the enormous number of IoT devices creates a large potential attack surface.

2. Because of the resource-constrained nature of IoT devices, the traditional cryptographic
primitives mentioned earlier will have severe performance limitations when executed on reg-
ular IoT hardware. To illustrate, we present the results from Blanc et al. [26], who ported
12 encryption algorithms to multiple IoT hardware platforms (x86_64, MSP430, AVR and
ARM), in order to compare their performance. As can be seen in Table 1.1, there is a fifty-
two-fold difference in execution time of identical encryption algorithms when ran on x86_64
(traditional PCs) and MSP430 (one of many IoT CPU architectures).

3. In the current system, it is impractical to untrust certificates in the case of a CA breach.
The only option to guarantee certificate validity in the event that it is discovered that a CA
has issued false certificates is to ban all certificates issued by the compromised CA. However,
it is possible that this would also lead to the rejection of non-malicious certificates, which
would negatively impact legitimate users.

4. Pre-Shared Keys (PSK), an alternative to PKI for IoT devices, is easier (and thus cheaper)
to implement. However, they are problematic when connected to the internet; since the
PSKs need to be enrolled prior to deployment, this is usually done by the manufacturers.
Consequently, manufacturers have knowledge of all PSKs, allowing them to decrypt any
traffic of these IoT devices.

This thesis aims to address the aforementioned issues by introducing a decentralized PKI system
that makes use of lightweight cryptography and certificates, and is thus suited for computationally
limited IoT devices. The aforementioned points stress the importance of this research, along with
the numerous attacks recorded against IoT devices [8, 10–18].

1.2 Research objective
There is a vast amount of literature that proposes novel PKI architectures and cryptographic
protocols tailored to IoT devices. However, some of these proposed works have minor to major
flaws:

• Numerous articles propose lightweight PKI solutions that have a centralized architecture,
therefore imposing a single point of failure [27–29].

• Some works are vulnerable to Denial-of-Service (DoS) attacks [7, 30].

• Proposed works [31] use a timestamp as the seed for random key generation, allowing adver-
saries to significantly reduce the potential keyspace. Consequently, this renders brute-forcing
keys highly effective.

• One-time pads are reused [32]. This imposes a significant vulnerability because it allows
attackers to get the XOR result of two plaintext messages if they can get hold of two ciphers

Table 1.1: Factor difference in average execution time (cycles) of identical encryption algorithms
between x86_64 and other architectures (specified in the first row).

MSP430 AVR ARM
Average difference (factor) 52.32 32.41 6.67
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that were XORed with the same one-time pad (key). Then, they can use statistical analyses
to get both plaintexts separately.

Because of the numerous earlier mentioned obstacles with the current IoT landscape, and the
deficiency of proposed PKI architectures in the present literature, the aim of this thesis is to
develop a PKI that is tailored to IoT devices, i.e., that addresses the current problems with PKI
for IoT. To this end, we have developed a number of Research Questions (RQs):

RQ1: What are the current issues regarding PKI for IoT?

RQ2: What are the lightweight PKI solutions already present in the literature?

RQ3: How do we implement a lightweight PKI solution for the IoT?

RQ4: How will this new lightweight PKI solution perform compared with traditional and literature
PKI solutions?

1.3 Methodology
The methodology of this thesis is based on the engineering cycle of Wieringa [33]. It consists of
four steps: in the first step, problem investigation, we will be investigating what problems must be
improved, and why. The first step will be completed by answering the first two research questions,
which in turn will be done by designing and performing a Systematic Literature Review (SLR),
which is described in the next chapters. With these chapters, we aim to identify the current
academic landscape regarding PKI for IoT, including issues and opportunities. In the second and
third step, treatment design and implementation, we will be designing and implementing artifacts
that could treat the problem(s). These steps correspond to the third research question, and will
be completed by creating a new PKI architecture for the IoT, with the aim to address the issues
and opportunities found in the first two research questions. In the final step, implementation
evaluation, we will be determining the success of the artifacts in terms of treating the problem.
This step will be completed by evaluating the proposed implementation in terms of performance
and security. Once the evaluation has completed, we are able to answer the final research question
by comparing the resulting metrics to those present in the literature.

1.4 Thesis outline
The structure of this thesis is as follows: the first chapter, Chapter 2, will design the Systematic
Literature Review (SLR) we will be performing to discover the current academic landscape re-
garding PKI for IoT. In Chapter 3, we will in fact conduct all steps of this SLR, and report their
results. Next, Chapter 4 will summarize all articles that are the result of the SLR in the previous
chapter. Furthermore, it will describe a number of limitations found during the article analysis,
and it will conclude with a concise overview of all papers and their characteristics. Then, Chapter
5 will propose a novel PKI architecture tailored to IoT devices, that addresses the limitations
found in the literature analysis in Chapter 4. Then, in Chapter 6 and 7 we will be evaluating the
proposed design and implementation in terms of performance and security respectively. Finally,
we will be concluding this thesis in Chapter 8.
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Chapter 2

Designing the Systematic
Literature Review

A Systematic Literature Review (SLR) is an examination of the available research on a clearly
defined subject that employs systematic methods to find, choose, and evaluate pertinent articles
as well as to gather and analyze data from those studies. For an SLR, reproducible and trans-
parent approaches must be employed [34]. There are numerous types of literature reviews, such
as exploratory reviews, which aim to identify theories, empirical data, and research methodologies
that have been published in academic literature [35]. While exploratory reviews only look at the
research work on a surface level, we want to identify knowledge gaps in the state of the art, thus
we decided that for this thesis, an SLR would be the most appropriate option.

This chapter presents the framework used to conduct the systematic literature review. Firstly, we
will compose a specific search string and use this string to search the determined online databases.
After that, we will filter out irrelevant articles and analyze characteristics of the remaining corpus.
Finally, we will present the knowledge gaps and possible new research directions. A clear overview
of the framework is displayed in Figure 2.1.

2.1 Research questions
For the literature aggregation and analysis, we have developed the following research questions:

RQ1: What are the current issues regarding PKI for IoT? This question aims to discover
current and relevant issues that could occur when designing and/or implementing a Public Key
Infrastructure for an IoT architecture.

RQ2: What are the lightweight PKI solutions already present in the literature? This
question focuses on highlighting recent studies regarding PKI solutions for the IoT, along with
their characteristics. These solutions could already (to some extent) address the relevant issues
described in RQ1.

2.2 Methodology
The SLR consists of four phases: (i) searching the online databases, (ii) filtering results, (iii)
analyzing and categorizing results, and (iv) presenting knowledge gaps and new research directions.

2.2.1 Searching the online databases
In the first phase, we compose a keyword-based search string and search online databases such as
IEEE and Google Scholar using this search string. Furthermore, we will be looking for existing
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Figure 2.1: Overview of the systematic literature framework.

master theses regarding (lightweight) PKI for IoT. Because these theses are often not findable in
databases mentioned before, we will use search engines such as Google to find these.

After identifying the research questions, we composed two search terms to examine the literature.
These terms are then used to form a search query, where the query has to contain both search
terms. Table 2.1 contains the search terms. A star (*) represents a wildcard. This allows for
results that include “Internet of Thing” or “Internet of Things”, for example.

For the term “IoT”, we included “Internet of Things” and “IoT” since it is one of the subjects
of our study. We also used the terms “Internet of Everything”, and “Web of Things” because
they are closely related to IoT. In addition, we have incorporated “Cyber-Physical System” (CPS),
which is a term that is frequently used in place of IoT [36]. Wireless Sensor Network (WSN) is
also included since some research papers consider them to be IoT applications [37]. Finally, we
included the word “Lightweight” as that is a required characteristic of proposed solutions, i.e., IoT
devices are inherently limited in computation and therefore require a lightweight PKI solution.
Nevertheless, this keyword was added only after realizing the number of resulting articles was on
the low side. More on this in Section 3.2.

For the term “PKI”, we included “Public Key Infrastructure” and “PKI”, as it is another subject
of our study. We also included the term “Cryptography” and “Cryptology” as cryptography plays
a large role in PKI.
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Table 2.1: Search terms used to compose the search query. A star (*) represents a wildcard.

IoT (“Internet of Thing*” OR “Web of Thing*” OR“Internet of Everything” OR “IoT”
OR “Cyber Physical System*” OR “Cyber-Physical System*” OR “CPS”
OR “Wireless Sensor Network*” OR “WSN”
OR “Lightweight”)

PKI AND (“Public Key Infrastructure*” OR “PKI”
OR “Cryptography” OR “Cryptology”)

Finally, we will search the online databases listed in Table 2.2 with the earlier specified search
terms. We want to note that for searching the master theses, the search terms from Table 2.1 have
not been used, as search engines often do not properly work with boolean operators. Instead, the
search terms “Master Thesis PKI IoT” were used.

2.2.2 Filtering results
In this phase, we filter out unwanted results by looking at the title, abstract and keywords of the
papers. Furthermore, we will construct inclusion and exclusion criteria and filter the set of papers
with these criteria. Moreover, we will filter out duplicate papers found among multiple online
databases.

A set of inclusion and exclusion criteria has been established as part of the review to ensure the
selection of appropriate research papers. They can be seen in Table 2.3. We want to elaborate on
a number of criteria. IC.1 states “Articles that are primary studies.” The goal is to only include
research articles that offer original insights rather than reviews of previous literature. IC.3 states
“Articles that are published in journals or conferences.” We aim to include papers that are of
significant scientific quality. This criterion can be assured by only including works from journals
or conferences, where works go through a relatively rigorous reviewing process.

2.2.3 Analyzing and categorizing metadata of results
In the third phase, we analyze the metadata of the results by categorizing the papers by number of
citations and publication year. This can be achieved by creating bar and/or pie charts. Moreover,
we will analyze the most frequently used title words of articles by creating a bar chart. Furthermore,
we will analyze co-authorship and/or co-citations of the papers, which can be done by creating
the respective graph with tools such as VOSviewer [1]. Finally, we will categorize the papers on
whether they propose a novel cryptographic protocol or PKI framework. We will also categorize the
papers on what techniques/mechanics are used (e.g., Elliptic Curve Cryptography, decentralized
technologies such as blockchain).

Also, we will count the instances of keywords mentioned in publications by authors, evaluate the
frequency of keyword co-occurrence to determine trends in IoT and PKI articles. Finally, we will
analyze the most cited papers in the filtered corpus.

Table 2.2: Online digital databases used for the research.

Database URL
ACM https://dl.acm.org
Elsevier https://www.elsevier.com/
Google Scholar https://scholar.google.com
IEEE https://ieeexplore.ieee.org
ScienceDirect https://sciencedirect.com
Scopus https://www.scopus.com
Springer https://springer.com
Wiley https://onlinelibrary.wiley.com
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Table 2.3: Inclusion and exclusion criteria for research papers.

Criterion Details
Inclusion • Articles that are primary studies.

• Articles that present challenges, implementations,
or results regarding PKI or cryptography for IoT.

• Articles that are published in journals or conferences.
Exclusion • Articles with fewer than 10 citations.

• Articles not written in English.
• Articles without any references.

2.2.4 Presenting knowledge gaps and new research directions
In the final phase, we will have read and analyzed all remaining papers. With this information,
we hope to identify knowledge gaps in the literature and possible new research directions. This
will be done in Chapter 4. In the next chapter, we will be performing the SLR, and classify and
analyze the resulting papers.

2.3 Conclusion
In this chapter, we have designed the framework for the SLR we will be performing in the next
chapter. We have composed a number of research questions and formed a methodology for search-
ing, filtering, and analyzing articles. The next chapter will perform all the steps listed in this
chapter, and present the results of each step.
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Chapter 3

Performing the Systematic
Literature Review

This chapter explains how the SLR is performed. We focus on providing information about the
activities involved in the identification, selection, and reporting of the research works. We also talk
about the classifications that were employed.

3.1 Searching the online databases
We gathered 324 research works that may be related to the study topic from the use of the search
query across the digital libraries.

In some databases, employing the search string yielded tens of thousands of results. Therefore, we
chose to employ the search string on the article title only, that is, the title must contain the entire
search string. Applying this constraint yielded far fewer results, which made it feasible to work
with the found papers. Moreover, the webpage of Elsevier seemed to forward to ScienceDirect
upon querying the database, therefore, we consider these two databases to be equal.

Table 3.1: Number of search results per online database

Database Number of results
ACM 2
Elsevier 5
Google Scholar 148
IEEE 49
Master Theses 5
ScienceDirect 5
Scopus 113
Springer 0
Wiley 2
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Figure 3.1: The left chart shows the percentage of the papers that address cryptographic or
authentication protocols, and papers that address PKI or key distribution. The right chart shows
the main mechanics/technologies used in papers of remaining corpus. Miscellaneous technologies
include identity-based cryptography, Constrained Application Protocol (CoAP), Concise Binary
Object Representation (CBOR) and X.509 optimizations.

It is important to note that before aggregating results of the online databases, we already applied
EC.1 (“Articles with less than 10 citations”). This is because the online interface made it easy to
identify articles with this constraint, and this would have been much harder to do later in the SLR
process. However, this constraint is not applied to the Master Theses, as these articles are not
present in the literature databases. Moreover, we want to point out that ScienceDirect does not
support wildcards, and does not support over 8 boolean operators. Therefore, for ScienceDirect
only, we adapted our search term to

(“Internet of Things” OR “IoT” OR “Cyber Physical System” OR “CPS” OR “Wireless Sensor
Network” OR “WSN”) AND (“Public Key Infrastructure” OR “PKI” OR “Cryptography”)

because we deem these keywords the most relevant.
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Figure 3.2: Number of articles in corpus per year.
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Figure 3.3: Co-authorship graph on PKI, Cryptography and IoT before filtering (Section 3.1).
Created with VOSviewer [1].

Table 3.1 lists the number of results per online database. It is interesting to note that some
databases yielded very few results (after filtering on EC.1 ), and one database (Springer) even
yielded zero results.

3.2 Filtering results
The initial database queries yielded a total of 324 articles. After removing duplicates, we were left
with 117 distinct articles, a reduction of around 64%.

Next, we applied the inclusion and exclusion criteria to the corpus of papers. This left us with
50 articles. A couple dozen papers have been removed as they are not primary studies, i.e., these
papers exclusively reviewed previous literature. Moreover, a significant number of articles had
fewer than 10 citations, so these were removed from the corpus as well. Additionally, one article
in the corpus had no references and was therefore removed.

After this, we filtered the papers on the title, abstract and keywords. As a result, ten papers
were removed as they were deemed irrelevant. For example, one paper proposed a storage scheme
tailored to IoT devices. This resulted in a corpus of 29 articles. Because we deemed this number of
articles to be on the low end, we decided to redo the searching and filtering procedure including the
“Lightweight” search term (Table 2.1). We decided to add this search term because IoT devices are
inherently limited in terms of computation, and require therefore a lightweight PKI/cryptography
solution. As a result, we managed to find eight more relevant papers, bringing the total number
of articles to 37.
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Figure 3.4: Co-occurrence of keywords (limited to 33 keywords) (before filtering, Section 3.1).
Created with VOSviewer [1].

3.3 Analyzing and categorizing metadata of results
The majority (51.4%, Figure 3.1, left) of the remaining papers introduce novel PKI solutions for the
IoT, while a smaller portion of the papers presents novel cryptographic or authentication protocols.
Also, there seems to be a trend among techniques used to implement a PKI or cryptography solution
for the IoT. As can be seen in Figure 3.1 (right), 46% of the papers in the remaining corpus make
use of Elliptic Curve Cryptography (ECC). Other techniques used are decentralizing technologies,
such as blockchain. A couple of papers use pairing-based cryptography, and finally, a very small
number of papers employ techniques such as X.509 optimizations, CBOR and CoAP.

Figure 3.5: The most frequently mentioned words used in article titles, before filtering (Section
3.1). Search terms (Table 2.1) are highlighted in orange.
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Table 3.2: Most-cited articles on PKI, cryptography and IoT after filtering (Section 3.2).

Number Article name Number of citations

1 Liu and Ning [39] ‘TinyECC: A configurable library for
elliptic curve cryptography in wireless sensor networks’ 688

2 Shi and Gong [40] ‘A new user authentication protocol for
wireless sensor networks using elliptic curves cryptography’ 141

3
Elhoseny et al. [41] ‘A secure data routing schema
for WSN using Elliptic Curve Cryptography
and homomorphic encryption’

107

4 Szczechowiak et al. [42] ‘On the application of Pairing
Based Cryptography to Wireless Sensor Networks’ 73

5 Khari et al. [43] ‘Securing Data in Internet of Things (IoT)
Using Cryptography and Steganography Techniques’ 71

Furthermore, Figure 3.2 plots the number of articles per year before filtering the papers (Section
3.1) and after filtering (Section 3.2). Before filtering, the number of articles published climbed
from 9 in 2014 to 63 in 2022, a seven-fold increase. This shows a clear increasing trend in the
number of articles of the past 8 years. After filtering, the trend is still visible, but definitely not
as clear as before filtering. This could be due to the fact that the papers have not been filtered on
a date criterion.

Next, a co-authorship graph was made using VOSviewer (a data visualization program) [1] and
includes co-authors who have written at least two papers (see Figure 3.3). The output is the largest
graph with the co-authorship relationships of 95 writers. We want to note that this graph was
generated using the full corpus (324 articles), as the filtered corpus of only 37 articles did not result
in any notable relations. This graph shows numerous author clusters, however, there appears to
be only a single connection between two clusters. This is achieved by Joel Rodrigues (Instituto de
Telecomunicações, Portugal), who connects the red cluster (consisting of numerous Indian scholars)
to the green cluster (mostly consisting of scholars from Asian universities), by writing a paper about
a blockchain-based secret sharing scheme for Industrial IoT devices [38]. These connected clusters
consist of 17 distinct authors. Nevertheless, there seems to be no co-authorships between other
articles, although there is a vast number of other unconnected clusters.

We also built a graph of the co-occurrence of keywords, that contains the 33 most frequently used
keywords, and is connected by co-occurrences of other keywords (Figure 3.4). For the same reason
as the co-authorship graph, we opted to use the entire unfiltered corpus (Section 3.1). While
the colored clusters are not very distinguishable, we do identify the blue (8 keywords), green (8
keywords), and red (10 keywords) clusters, that contain keywords related to cryptography and
security techniques for the IoT.

Additionally, we counted the number of unique words included in the article titles in order to
examine trends in IoT and PKI articles (see Figure 3.5). We opted not to assess keyword frequency
of the articles, because this resulted in too few results. It is important to note that some words
such as “IoT” and “Internet of Things” have been merged for a more comprehensive overview.
Furthermore, we used the entire unfiltered corpus for this analysis (Section 3.1). Figure 3.5 shows
that aside from the search terms, which are highlighted in orange (Table 2.1), the most frequent
article title words are “Security” (146 mentions), “Elliptic Curve Cryptography” (111 mentions),
and “Key” (61 mentions).

Furthermore, Table 3.2 displays the five most-cited publications of the filtered corpus. In total,
they were cited 1080 times. All papers propose work that can help secure data transfer between
IoT devices and other IoT/regular devices. Four out of the five papers use ECC as the main
technology [39–41, 43], one uses pairing-based cryptography [42].
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Figure 3.6: Overview of the systematic literature framework. Also, the number of articles remaining
after each step are shown.

A final overview of the SLR procedure can be seen in Figure 3.6. It is similar to Figure 2.1,
however, it also contains the number of articles remaining in each step of the SLR.

3.4 Conclusion
In this chapter, we have performed the SLR using the steps listed from the previous chapter.
Our initial corpus of articles consisted of 324 articles. Nevertheless, after removing duplicates and
filtering out irrelevant articles we ended up with a final body of 37 articles. Additionally, we have
classified the articles based on whether they introduce lightweight cryptography, or lightweight
PKI for the IoT. Furthermore, we have further classified the latter category on what technologies
are used in the articles. The next chapter will summarize and discuss the 37 articles, by discussing
all proposed technologies and creating a comprehensive overview of all articles and their properties.
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Chapter 4

Literature analysis

This chapter summarizes the 37 articles that are the result of the SLR in Chapter 3. We classify the
articles by the main technology used, such as ECC and pairing-based cryptography. Furthermore,
we will discuss all technologies by listing their advantages and disadvantages when implemented in
a lightweight PKI. Finally, we create a comprehensive overview of the papers by listing their char-
acteristics, and presenting the results of their security and performance analyses. These overviews
can be found in Table 4.2 and 4.3. Figure 4.1 shows an overview of the technologies found in the
articles in this SLR. A single section is dedicated for every technology, which also briefly introduces
said technology.

Literature
Analysis

Elliptic
Curve

Cryptography
Decentralized
Technologies

DNA
Cryptography

Pairing-based
Cryptography

Physical
Unclonable
Functions

Miscellaneous

Figure 4.1: Overview of the discovered technologies used in the articles in this SLR.

4.1 Elliptic Curve Cryptography
Elliptic Curve Cryptography (ECC) is a method of public-key encryption that is built on the
algebraic structure of elliptic curves. Compared to non-EC encryption, ECC enables smaller keys
while offering comparable security [44–46].

Tewari and Gupta [47] developed a simple ECC-based authentication protocol for IoT devices. In
this protocol, the client and server exchange a number of randomly chosen points on an elliptic
curve, in order to verify each other’s private keys. They also provided an evaluation of the protocol’s
performance and security. Mutual authentication, confidentiality, anonymity, forward secrecy, and
other attacks are all safeguarded by the protocol. Comparing the use of ECC to other asymmetric
approaches, the overhead of computation and communication is reduced. The suggested protocol
is quick to implement, has little overhead (1152 bits in communication).
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Shi and Gong [48] present a novel authentication protocol for WSNs based on ECC, which over-
comes the weaknesses in [49]. The protocol consists of four phases; user registration, login, au-
thentication, and the final phase allows the user to update their password. In terms of security,
computation and communication cost, the suggested protocol outperforms its predecessor by 30%
according to the authors. This protocol can prevent general security problems and offer reciprocal
authentication to safeguard both inner and outside security, unlike the work of [49]. The suggested
approach is therefore better fitted to WSN deployments.

Shah and Shah [32] developed ECIOT, a protocol to establish a secret session key with a server,
through the use of Elliptic-Curve Diffie-Hellman (ECDH). The established key will be used as a
one-time pad (i.e., XOR cipher) to encrypt communication between two entities. The ECIOT
protocol has been implemented on the MIRACL cryptography library. Nevertheless, the article
fails to provide a security and a performance analysis. Additionally, the fact that the proposed
protocol uses the same one-time pad per session, i.e., it reuses one-time pads, introduces a major
vulnerability; if adversaries are able to obtain two ciphers XORed with the same key, they are able
to retrieve the XOR result of the two plaintext messages. With this, they can perform statistical
analyses in order to obtain both plaintexts individually.

In Rajendiran et al. [50] a unique method for effective and secure key-predistribution in a WSN is
proposed. Each sensor node has a unique point on an elliptic curve allocated to it. For each sensor,
a private key is created using the point doubling procedure. If two sensor nodes share at least one
private key, they can securely connect. Two sensor nodes will employ an intermediary sensor for
which both parties hold the keys if they themselves do not share keys. Their simulation findings
demonstrate that, when compared to previous schemes [51], the suggested model has superior
resilience to network attacks (such as brute force and Sybil attacks) and needs less memory to
provide better connectivity and resilience.

Qazi et al. [45] propose an effective and safe technique for communication security across a wire-
less sensor network consisting of 10 (weak or strong) nodes. Strong nodes store the authentication
information for all nodes, while weak nodes only save the information for strong nodes. Commu-
nication between weak nodes is therefore transmitted via a strong node. The methodology has
been implemented with ECC, and it has been assessed in terms of two kinds of communication:
that which occurs between nodes of the same kind and that which occurs between nodes of dif-
ferent types. According to the authors, the scheme shows to be resilient against various attacks,
and introduces only a slight overhead in weak node to weak node communication. Finally, key
generation between two nodes only takes 50 ms.

Louw et al. [52] created an ECC-based key distribution protocol. In this protocol, if a client wants
its key distributed, it sends its address and public key to the server. Then, the server encrypts
this data using a start-up key and distributes the cipher across the network. According to the
authors, the protocol complies with the minimal standards necessary for a key distribution plan to
be deemed efficient and secure. The scheme’s setup time and associated system overhead are the
only points of concern. Unfortunately, the writers did not offer a thorough examination of security
and performance. Additionally, one part of the algorithm uses a hard coded key to encrypt and
decrypt, making it vulnerable to statistical analysis attacks.

Ju [53] created a lightweight key establishment protocol that uses ECC and integrates symmetric
cryptography, hash chains, and ECDH. To make computation and communication faster, the same
initial key is deployed to all devices. According to the author, despite having lower computational
complexity than other key establishment protocols, the ECC operations affect the total efficiency
the most. In terms of security, the scheme has perfect forward secrecy and is not vulnerable to
Man-in-the-middle attack (MITM) attacks. Finally, the author determined that the key storage
has a linear relation to the number of nodes, and that establishing a network of 10 nodes takes
around 10 seconds.

Through the use of a dynamic clustering strategy, Elhoseny et al. [41] present a unique encryption
method based on homomorphic encryption and ECC to secure transmission of data in a WSN.
A genetic algorithm is used to find the best sensor nodes to serve as Cluster Heads (CH), which
transport messages to base stations, with the aim of maximizing the network’s overall longevity.
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Public and private keys for sensors are created using ECC. By using homomorphic encryption,
the CH can create the resulting data that will be delivered to the base station without having
to decrypt any encrypted data in order to avoid the CH from being compromised. The author’s
performance analysis shows that their method requires 1.04− 3.47× less RAM and is 0.99− 9.16×
faster than related works. Finally, they show that their protocol is secure against eavesdropping
(passive attacks), brute force attacks, sinkhole attacks, and DoS attacks.

An open source ECC, including an ECDH and an Elliptic-Curve Digital Signature Algorithm
(ECDSA), optimized for the IoT has been implemented and tested by Pinol et al. [54] To optimize
the algorithms, they avoid division operations as these are computationally expensive. Instead,
they use modular arithmetic. Furthermore, they implemented an optimized greatest common
divisor and Euclid’s algorithm. When compared to homogeneous and affine coordinate systems,
their test demonstrates that the use of the Jacobian coordinate system provides higher performance
and has smaller memory footprints. For a key size of 256 bits, key generation takes around 5000 ms
and requires 76 mJ of energy. Furthermore, they show that signature verification and generation
takes around 11 and 5 seconds, 154 and 76 mJ respectively. Finally, the protocol requires around
1800 bytes of RAM.

µPKI, a Public Key Infrastructure for wireless sensor networks, is presented by Kadri et al. [28]
µPKI uses public key cryptography as a method to ensure the validity of the base station in an
effort to address the security issue in WSN. µPKI consists of two parts. The first is the handshake
between the base station and a particular sensor node, during which the base station and sensor
node establish a session key to secure an end-to-end link. The second stage involves utilizing this
session key to encrypt data in order to protect data privacy and maintain data integrity using
MACs attached to each packet. Their performance analysis shows that encrypting the session key
requires around 23 mJ of energy. Moreover, sending and receiving the session key takes around 4
and 2 mJ respectively. Finally, they show the sensor to sensor handshake requires around 4 mJ.

An ECC-based security framework for smart cards with IoT capabilities is proposed by Bai et al.
[46] It is able to use any applications at any time, anyplace, and supports encryption and decryp-
tion, digital signature generation and verification. By implementing this security framework, users
will be able to use a single IoT-enabled smart card in a smart environment to gain secure access
to any applications. Moreover, safe automated device-to-device communication is provided by this
IoT-enabled smart card. The authentication, integrity and confidentiality of the smart card and
data are all guaranteed through message encryption and authentication, according to the authors.

With AVR and ARM CPUs, Liu and Seo [55] provide, assess, and optimize the Ted37919, NUMS256
and NUMS384 ECC curves. They do this by implementing more efficient squaring for multiplica-
tion, and multi-precision multiplication algorithms. They show the implementation breaks speed
records for both ARM and AVR CPUs. Next, they implemented the NUMS curves NUMS256,
Ted37919, and NUMS384, which incorporate the distinct computational benefits of the Mont-
gomery and twisted Edward curves. Then, they show that for scalar multiplication across 256,
379, and 384-bit security prime fields, they achieved record-breaking execution times. On an ARM
processor, the NUMS256 curve, for instance, only needs 1.357 M cycles, which is more than 1.6
times quicker than the often used Curve25519.

Lara-Nino et al. [56] described the design and implementation of a hardware module for ECC
curves. By allowing various polynomials, field lengths, and other curve properties, this architecture
demonstrates generality. This work’s design operates in constant time, providing some defense
against side-channel attacks. The hardware utilization of the suggested design has been assessed
by the authors, and it has been contrasted with related academic works. This comparison has
demonstrated that the suggested design is appealing for applications with limited resources, such
those found in the IoT environment. The architecture that has been presented demonstrates
hardware costs less than 1500 slices and runtimes less than 10 ms.

A Lightweight Public Key Infrastructure called LPKI is presented in Toorani and Beheshti [29]
and is tailored to platforms with limited resources. It utilizes signcryption and ECC, and gives
each subscriber one set of private-public keys, delegating all validations to a Trusted Third Party
(TTP) known as the Validation Authority (VA). The architecture employs optimized certificates,
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to increase protocol efficiency. Nevertheless, because the certificates have the same structure as the
widely used X.509 certificates, they are easily compatible with the ubiquitous PKIX infrastructure.
Unfortunately, neither security nor a performance analysis is present in this article.

Elliptic Galois Cryptography (EGC) is an encryption scheme that is introduced and described
in Khari et al. [43], which is used to encrypt private information obtained from various medical
sources. In the proposed work, various IoT devices send information using the proposed protocol to
the controller. The data is encrypted using the EGC scheme by the controller, and the encrypted
message is then steganographically buried within layers of a picture. According to the authors,
better security was offered by the proposed EGC protocol using the new ECC over Galois field.
Furthermore, they show that the protocol’s mean squared error is at least 52 times lower than that
of existing approaches, and encryption and decryption each take about 0.4 seconds.

In Albalas et al. [44], a secure and resource-efficient CoAP protocol is designed for the application
layer of IoT networks, which ensures authentication and authorization, confidentiality, and integrity
between devices on IoT networks. The encryption protocol used is ECC, because it employs smaller
key sizes, which should result in less power usage in these networks. According to their test findings,
compared to the normal CoAP protocol, authentication used 75% less energy, data integrity 56%
less energy, and confidentiality 47% less energy. However, no security analysis is present.

Liu and Ning [39] propose TinyECC, a customizable library for ECC operations in WSNs. They
also discussed its design, implementation, and assessment. TinyECC’s configurability is an in-
teresting characteristic, which allows developers to enable or disable particular optimizations as
needed. The developers have a lot of choice when it comes to incorporating TinyECC into sensor
network applications because different configurations have varying execution times and resource
consumption. Their testing results revealed the TinyECC configurations that were the most effi-
cient in terms of computation and storage. Nevertheless, the article does not provide a security
analysis of TinyECC.

4.2 Decentralized technologies
Technologies with decentralized components are those whose parts are spread across various com-
puters and which coordinate and communicate with each other. Decentralized technologies are
distinguished by the fact that not all data and computation is kept in a single location. An
example of a decentralized technology is the renowned Bitcoin protocol [57].

Won et al. [6] present a PKI called IoT-PKI that is decentralized and built on a blockchain network.
IoT-PKI uses distributed nodes to handle scalability. User-controlled certificates are supported by
IoT-PKI, which avoids single points of failure. It works with a name-value storage in the blockchain,
where the name stands in for the identity and the value for the hash of a certificate. Through the use
of a prototype, they have demonstrated the viability of IoT-PKI. According to their experimental
findings, IoT-PKI can verify a certificate’s revocation status between three and twenty-six times
faster than traditional PKI can do so using Online Certificate Status Protocol (OCSP).

Hoogland [58] made DECKIN, a PKI solution on top of an existing blockchain protocol. It provides
a practical key-management solution, a verification procedure that is used anytime a node wants
to enroll an identity, and it is made for low-resource IoT devices. It uses cryptographic accumu-
lators so that resource-constrained devices do not have to traverse the entire blockchain to find a
certificate. Additionally, it employs Physical Unclonable Functions (PUFs) to address the system’s
key management issues. Finally, their experimental results show that certificate verification takes
only 0.025 ms, and the average protocol runtime is 35 ms.

Three distinct blockchain-based alternatives to conventional CA-PKI for certificate administration
are proposed and analyzed by Singla and Bertino [59]. The first proposal makes use of the Emercoin
blockchain that provides a Name Value Storage (NVS). The second approach employs Ethereum
smart contracts, and the final proposal uses Ethereum Light Sync mode, which does not require a
remote blockchain node, unlike the first two proposals. In addition to offering a more reliable and
scalable PKI, they demonstrate their viability in the context of resource-constrained IoT devices in
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terms of computing power, memory, and storage capabilities. According to the authors’ analysis,
certificate verification requires 0382 MB of storage space and takes 128250 milliseconds, depending
on the alternative. They show that the implementations outperform certificate verification in
conventional PKI with OCSP check by 1.73 times, whereas they underperform conventional PKI
without OCSP check by 2.24.2 times.

Magnusson [60] evaluated the performance of an existing PKI [61] that uses smart contracts on the
Ethereum blockchain, by deploying it to a Raspberry Pi 2. The author found that deploying the
PKI to this IoT-like device required over 20 GB of storage to store the blockchain. Furthermore,
synchronizing the blockchain resulted in significant CPU and RAM utilization. The author deduces
from the test findings that these issues hinder such a solution from being a practical replacement
for existing solutions.

An alternate PKI methodology for the IoT is put forth by Pintaldi [62]. In order to provide
an implementation that reaps the advantages of the original approach and address some of its
security issues, it draws on a previous study by Won et al. [6] The Trusted Platform Module (TPM)
technology, which offers a reliable device identification method, has been used to implement and
improve the original solution. The proposed solution has also been the subject of various tests
to highlight potential advantages and disadvantages in comparison to the conventional centralized
PKI. According to their experimental results, a handshake in this blockchain-based system takes
anywhere between 5 and 13.5 times longer to complete. However, providing and managing keys and
certificates for IoT devices is significantly easier. Additionally, this solution’s distributed design
addresses the traditional PKIs single points of failure.

In the context of the Internet of Things, the thesis of Champagne [30] proposed a workable substi-
tute for PKI based on Certificate Authorities. They tested their design by implementing a proof
of concept on the Ethereum blockchain. This proof of concept uses a smart contract as its core,
which represents the trusted authority. Through their findings, they discovered that the solution
addressed the drawbacks of the conventional PKI while being suitable for the IoT. They demon-
strate that the complete framework uses about 20 Kb of RAM, and certificate signing takes about
a minute. Additionally, the required maximum upload and download speeds are roughly 22 Kbps
and 15 Kbps, respectively. Nevertheless, under this framework some entities’ identities are not
verified, which could lead to a DoS attack.

4.3 DNA cryptography
In DNA cryptography, DNA is employed as an information carrier, which explores DNAs excellent
energy efficiency, and high information density inherent in DNA molecules for cryptographic uses
like signatures, encryption, and authentication [63].

A unique DNA mapping method for ECC is given in Tiwari and Kim [64]. This mapping converts
plaintext sequences to a pseudo-random sequence before encryption, and makes the overall scheme
thus more secure. Both encryption and decryption are performed using the mapped characters.
The proposed scheme’s security research reveals that existing ECC systems are more resistant to
timing attacks when used with the suggested DNA mapping. The suggested system was successfully
implemented on an IoT device. They demonstrate that the suggested encryption and decryption
take a linear amount of time in relation to the size of the input data. As a result, the suggested
DNA (re)mapping method strengthens existing ECC solutions without using a lot of resources or
time.

Al-Husainy et al. [65] present an adaptable, lightweight encryption scheme for IoT devices. The
scheme only uses XOR and rotate operations which are faster than e.g., mathematical operations.
Furthermore, the supplied information is represented as 2D matrices, or blocks, of bits using a
straightforward structure. As a result, the IoT device’s processor will be better able to execute
the multitasking idea and manage these blocks. Additionally, it makes use of a configurable block
size to increase the system’s adaptability to different IoT systems with diverse memory capacities.
In comparison to AES, the suggested encryption scheme has demonstrated superior performance
in terms of encryption time, according to the authors. The suggested encryption method makes
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use of DNA sequences to generate keys with a high level of randomness that makes them difficult
for attackers to decrypt. Additionally, the authors show that the suggested encryption scheme
had high confusion and diffusion effects. Moreover, the proposed encryption scheme passed the
avalanche test with a score of above 50%, indicating that it is resistant to attacks utilizing statistical
analysis.

4.4 Pairing-based cryptography
A pairing is a mathematical function that takes two elliptic curve points as inputs and produces
an element in a finite field [66]. Pairing-based cryptography makes use of such a pairing to create
cryptographic primitives.

In Yu and Li [67], a novel anonymous authentication key agreement method for home-based IoT
using pairing-based cryptography is presented. This scheme enables secure communication in an
architecture of servers and resource-constrained IoT devices in a home area network, and users
outside the network. The scheme consists of three steps; the initialization step, which is performed
by the home server, the anonymous registration step, which is performed by the sensor devices,
and finally, the anonymous authentication key agreement step, in which all devices generate session
keys. The new protocol conceals the devices’ and the user’s identities. Finally, they use BAN logic
[68] to prove the security of the scheme, which demonstrates that communication between sensors,
users and servers is secure. Additionally, their performance analysis demonstrates that the entire
scheme takes around 3.1 seconds to run.

Szczechowiak et al. [42] implemented three pairing-based cryptography systems for wireless sensor
networks. The schemes allow new nodes to be added at any time, scale well, and there is no extra
communication overhead caused by the cryptographic operations. Their implementations have
been tested on a variety of WSN processors, and all the implementations are the quickest at the
time of writing, according to the authors. Additionally, they demonstrate that the pairing schemes
require between 34 and 47 KB of ROM. Furthermore, they offer a novel key exchange protocol
that may be advantageous in more computationally limiting scenarios.

4.5 Physical Unclonable Functions
A piece of hardware known as a Physical Unclonable Function (PUF) provides a physically unique
response (among PUFs) for a given input, because it has intrinsic randomness created during
production [69].

Chanda et al. [27] designed a lightweight PKI system for usage in CPS devices. The suggested
solution introduces the idea of session keys to deal with certificate verification and revocation and
employs Physical Unclonable Function (PUF) to make the key generation process simpler. The
suggested approach also takes into account PKI scheme security requirements such node registra-
tion and secure random number generation. Their experimental findings show that the average
duration of key generation is 4.68 µs and requires 1.31 µJ of energy. Furthermore, they demon-
strate that the proposed solution requires 680 KB of storage and 2280.67 KB of communication on
average. Finally, they proved the scheme to be secure under the Real-Or-Random (RoR) model
and is resilient against DoS, and malicious public key changes.

Siddiqui et al. [70] introduce an IoT network and device authentication protocol based on PUF-
based digital certificates. The protocol introduces a secure key mechanism to defend PUF IoT
devices from differential analysis attacks. To give a verifiable security analysis through authenti-
cation and verification procedures, they validate the proposed approach using the Tamarin prover.
The protocol also protects devices against message manipulation, impersonation and replay at-
tacks, session forgery and hijacking, according to the authors.
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4.6 Miscellaneous articles
Schukat and Cortijo [71] present a number of PKI for IoT criteria and demonstrate how they need
to be modified and tweaked before PKI can be effectively implemented in the IoT ecosystem. The
requirements were initially introduced for the internet and traditional client/server communication.
Reducing certificate size, utilizing only a root CA and no intermediate CAs, generating entropy
using CAs (rather than the devices themselves), and using multiple certificates per device are a
few of these modifications.

In order to address the issue of the CAs availability, Aljadani and Gazdar [72] propose a novel
distributed PKI for WSN-based applications. In this architecture, numerous nodes are elected to
be CA of their assigned cluster. Once a node is selected to be CA, it will hand out short-term
certificates to other nodes in its cluster. Additionally, a RA in each cluster will aid in remov-
ing erroneous sensor nodes. According to the authors, the proposed architecture can withstand
numerous attacks like sinkholes and DoS. Nevertheless, no performance analysis is available.

Forsby et al. [73] have supplied compression and encoding algorithms for X.509 certificates and
have specified a lightweight variant of the X.509 certificate for the IoT. The lightweight certificate
is compliant with the X.509 standard, which enables use in all current PKI implementations. Their
experimental results show that the lightweight certificate variant is 4.5× smaller than a regular
certificate, and even 14.8× smaller with the proposed compression.

In Höglund et al. [7], the authors outline several obstacles to enabling PKI for the Internet of
Things, as well as two solutions: certificate overhead reduction and secure enrollment. They do this
by developing a new kind of X.509 certificate and shrinking its size by employing CBOR encoding.
They have demonstrated their ability to securely complete initial enrollment and re-enrollment,
and minimize X.509 overhead for the intended IoT applications. The authors demonstrate that
the protocol uses around 4 KB of ROM and 1 KB of RAM. Furthermore, the compressed ECC
certificates are only 150 bytes in size. Nevertheless, the proposed system does not protect itself
against DoS attacks.

PKIoT is an architecture that Marino et al. [74] propose with the goal of making certificate-based
authentication practical for IoT devices with limited resources. The PKIoT architecture enables
IoT nodes to delegate difficult security-related activities to a remote server. According to their
present condition and level of trust in the server, nodes can freely choose which tasks to delegate.
The PKIoT architecture provides an expandable, compatible, and flexible solution as a result.
They also created a novel sort of compact certificate, which when used in place of standard X.509
certificates allows for even more reductions in transmission overheads but necessitates PKIoT
support on both ends of the communication. Finally, their experimental results show that PKIoT
is around 12× faster in key generation, 10× and 12× faster in signature generation and verification
respectively, in comparison with not employing the PKIoT architecture.

A protocol based on Identity-Based Encryption (IBE) is proposed by Anggorojati and Prasad
[75] to secure inter-domain communication on the Internet of Things. The major contributions
include an IBE-based key-escrow-free authentication mechanism, a system for looking up IBE
parameters in other domains, and a method for creating shared secret keys for secure device
communication. According to the authors, the method offers mutual authentication, however
there is no performance analysis present.

In order to highlight the potential issues that need to be addressed, Diaz-Sanchez et al. [76] give
a thorough analysis of numerous security facets of PKI and Transport Layer Security (TLS), with
a special emphasis on existing certificate pinning methods. They examined and contrasted the
various certificate pinning proposals in the IoT context. They discovered that IoT adoption of
Certificate Transparency (CT) is necessary in a scenario including a widespread attack. Nonethe-
less, global attack detection may not be possible given the heterogeneity of systems and devices.

Henriques and Vernekar [31] suggest a method for securing communication within an IoT system
that combines symmetric and asymmetric cryptography. Compared to utilizing only asymmetric
cryptography, asymmetric and symmetric cryptography together speed up encryption. Neverthe-
less, the article does not provide a performance and security analysis, and is vulnerable to timing
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attacks as the random keys are generated using a timestamp as the seed.

4.7 Discussion
This section will discuss the results of the SLR by listing the advantages and disadvantages of
the proposed technologies, that have emerged from the literature review (Figure 4.1). A concise
overview is given in Table 4.1.

Elliptic Curve Cryptography (ECC) is a public key encryption technique that can be used for
creating a Public Key Infrastructure (PKI). Here are some of the advantages and disadvantages of
using ECC for creating PKI:

• Advantages:

1. Security: ECC is considered to be more secure than traditional public key encryption
algorithms like RSA, as it requires smaller key sizes to provide the same level of security
[44, 45]. This makes ECC a good choice for systems where resources are limited.

2. Key management: ECC allows for easier key management, as it requires shorter key
lengths than other encryption techniques, making key distribution and storage more
manageable.

• Disadvantages:

1. Slower signature verification: while ECDSA signature generation is faster than RSA, it
is much slower in verification, compared with RSA [77]. This is due to the fact that
ECDSA signature verification is computationally more complex than generation.

2. Patents and licensing: Certain ECC algorithms and the ways in which they are im-
plemented may be covered by patents. This may restrict their use and adoption in
particular applications, especially in open-source initiatives [78].

Decentralized technologies can be used for creating a PKI, where trust and authentication are
established through a decentralized network instead of a central authority. Here are some of the
advantages and disadvantages of using decentralized technologies for creating a PKI:

• Advantages:

1. Security: Decentralized PKI can be more secure than traditional PKI, as it is less
susceptible to attacks on central authorities or single points of failure. Instead, trust
and authentication are established through a distributed network of nodes, making it
harder for attackers to compromise the system.

2. Transparency: Decentralized PKI can offer greater transparency and accountability, for
example when all transactions and operations are recorded on a public blockchain or
distributed ledger. This can increase trust in the system and reduce the potential for
fraudulent activities.

• Disadvantages:

1. Governance: Decentralized PKI requires a governance model to ensure that the network
is secure, reliable, and operates in the best interest of its users. This can be difficult
to achieve, and disagreements over governance can lead to network fragmentation and
reduced trust in the system [79].

2. Trust model complexity: decentralized PKI systems might necessitate that users build
trust connections with numerous authorities or entities, which could make the trust
model more complex. In contrast to a centralized PKI with a single trusted author-
ity, managing and confirming trust relationships across many domains might be more
difficult.

DNA cryptography is an emerging field that explores the potential of using DNA molecules
for encryption purposes. While it is an innovative technology, it is still in the early stages of
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development, and there are several advantages and disadvantages to consider when using DNA
cryptography for creating a PKI:

• Advantages:

1. High Information Density: The information contained in DNA molecules is extraordi-
narily dense. Large amounts of data can be stored on each DNA strand, which could
make it possible to encrypt and store a lot of data in a small space [80].

2. Energy efficiency: utilizing the parallelism of DNA strands, cryptographic processes
based on DNA can be carried out simultaneously. The simultaneous processing of many
DNA sequences increases the effectiveness of cryptographic operations [63].

• Disadvantages:

1. Complexity: DNA cryptography is a complex field that requires specialized knowledge
and expertise to implement. This makes it challenging for organizations to adopt and
implement the technology.

2. Key reuse: Traditional cryptography, is resistant if the attacker lacks sufficient process-
ing power. Increasing the key size is a simple way to increase security. Since a DNA
key is difficult to modify, it is essentially a one-time pad. Reuse is not possible [81].

Pairing-based cryptography is a type of public key cryptography that uses a pairing operation
to encrypt and decrypt data. Here are some of the advantages and disadvantages of using pairing-
based cryptography for creating a PKI:

• Advantages:

1. Advanced techniques: Pairing-based cryptography makes it possible to perform ad-
vanced cryptographic operations that are impractical or time-consuming to carry out
using conventional cryptographic methods. It offers features such as efficient zero-
knowledge proofs [82], identity-based encryption [83], and attribute-based encryption
[84].

2. Better security: Pairing-based cryptography offers higher levels of security as it uses
complex mathematical operations to encrypt and decrypt data. It requires therefore a
smaller keysize than e.g., RSA for comparable security [85].

• Disadvantages:

1. Complexity: Pairing-based cryptography is a complex system that requires specialized
knowledge and expertise to implement. This makes it challenging for organizations to
adopt and implement the technology [85].

2. Key escrow: With the traditional PKI system, the problem of key escrow in pairing-
based cryptography does not exist [85]. Key escrow is a system in which the decryption
keys required to open encrypted data are kept secret by a third party. This can have
severe consequences for confidentiality and integrity when this third party is not the
actual owner of the key.

Physical Unclonable Function (PUF) is a technology that uses physical characteristics of a
hardware device to generate unique keys for encryption and decryption. Here are some of the
advantages and disadvantages of using PUF technology for creating a PKI:

• Advantages:

1. Post-Quantum Security: PUFs may provide defense against attacks from quantum com-
puters. PUFs offer post-quantum security because they are less vulnerable to attacks
based on quantum algorithms because they depend on inherent physical properties
rather than on mathematical calculations [86].

2. Uniqueness: Based on the physical characteristics of the device, PUFs provide distinct
and unpredictable values. PUFs are excellent for a variety of security applications,
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including device authentication and secure key creation, because of unique physical
variations that occur during the manufacturing process [87].

• Disadvantages:

1. Variability and reliability: Environmental changes might affect the physical characteris-
tics used by PUFs. The security and effectiveness of PUF responses may be impacted by
this variation, which might make it difficult to guarantee their accuracy and consistency.

2. Aging and degradation: A PUFs response can alter as a result of a device’s physical
attributes deteriorating or changing over time. PUFs dependability and longevity may
be impacted by aging effects including temperature changes or extended usage [88].

Table 4.1: Advantages and disadvantages of the proposed technologies found in the literature study.

Technology Advantages Disadvantages

Elliptic Curve Cryptography Security Slower signature verification
Key management Patents and licensing

Decentralized technologies Security Governance
Transparency Trust model complexity

DNA Cryptography High information density Complexity
Energy efficiency Key reuse

Pairing-based cryptography Advanced techniques Complexity
Better security Key escrow

Physical Unclonable Functions Post-Quantum security Variability and reliability
Uniqueness Aging and degradation

4.8 Conclusion
As seen in the previous section, choosing a technology for implementing a lightweight PKI for the
IoT is difficult as each has advantages and disadvantages. Furthermore, there is a vast amount of
material that proposes innovative PKI designs and cryptographic protocols designed specifically
for IoT devices. However, several of these ideas have little to significant limitations:

• Some works make use of cryptographic algorithms (e.g., RSA) that will have severe per-
formance limitations when deployed on resource-constrained IoT architectures [31]. Other
cryptosystems, such as ECC provide much higher levels of security for much smaller keysizes,
thus reducing computational and communication overhead [89].

• Various works propose centralized PKI solutions, which impose a single point of failure
because of their centralized nature [27–29]. As a result, if an attacker manages to take over
the CA, they will be able to issue certificates for whomever they choose. Furthermore, it is
impractical to untrust certificates in the event of a CA breach in a centralized system. If a
CA is found to have issued fake certificates, the only way to ensure certificate authenticity is
to ban all certificates issued by the compromised CA. However, it’s probable that this might
also result in the denial of certificates that were not malicious, which would have a bad effect
on legitimate users.

• Some works are prone to Denial-of-Service (DoS) attacks [7, 30]. DoS attacks are designed
to flood a targeted system with malicious traffic or requests in order to overrun or deplete its
resources, such as a server or network. As a result, the targeted system’s regular operation
is significantly hindered or completely interrupted, making it inaccessible or useless to au-
thorized users. Businesses, organizations, or individuals who depend on the target system’s
accessibility and functionality may suffer serious repercussions as a result of this interruption.

• Adversaries can drastically restrict the possible keyspace in proposed works [31] because the
seeds used to generate random keys are timestamps. In turn, this makes brute-forcing keys
very efficient.

• Some protocols reuse one-time pads [32]. This introduces a major vulnerability; if adversaries
are able to obtain two ciphers XORed with the same one-time pad (key), they are able to
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retrieve the XOR result of the two plaintext messages. With this, they can perform statistical
analyses in order to obtain both plaintexts individually.

Finally, in order to create a comprehensive overview of the reviewed papers, we extracted fea-
tures from the papers and aggregated them into a table. Examples of these features are authors,
performance and security analysis. The result can be seen in Table 4.2 and 4.3. We decided to
make a clear distinction between specific PKI papers (Table 4.2), and more general cryptography
articles (Table 4.3), such as novel authentication and encryption protocols. This is because the
former category of articles will be used to discover knowledge gaps in the existing literature, while
the latter category can be used as building blocks for our PKI implementation in Chapter 5. In
both tables, the comparison column lists the comparison the article itself conducted against related
works, which can be in terms of performance or security. If this column does not tell what the
work is compared with, e.g., “3× faster”, it must be assumed that the performance is compared
with peer articles. Additionally, we made the decision to not include the “Architecture” column
in Table 4.3 because, for the majority of the proposed solutions, it was irrelevant whether the
architecture was centralized or decentralized because the majority of these solutions were simply
encryption or authentication protocols, for example.

The next chapter will propose a novel PKI architecture with the knowledge gained in this chap-
ter. It will introduce a decentralized PKI architecture, and propose a new type of “lightweight”
certificate, in order to reduce communication overhead.

36



Ta
bl

e
4.

2:
O

ve
rv

ie
w

of
th

e
re

vi
ew

ed
pa

pe
rs

th
at

pr
es

en
t

no
ve

lw
or

ks
re

ga
rd

in
g

PK
I

fo
r

Io
T

.

N
am

e/
au

th
or

s
A

rc
hi

te
ct

ur
e

Te
ch

no
lo

gy
us

ed
Se

cu
rit

y
an

al
ys

is
Pe

rf
or

m
an

ce
an

al
ys

is
C

om
pa

ris
on

Io
T

-P
K

I
[6

]
D

ec
en

tr
al

iz
ed

B
lo

ck
ch

ai
n

M
iti

ga
tio

ns
/

so
lu

tio
ns

fo
r:

•
Pr

iv
at

e
ke

y
co

m
pr

om
ise

•
St

ol
en

Io
T

de
vi

ce
•

W
ea

k
ra

nd
om

nu
m

be
r

ge
ne

ra
to

r
on

cl
ie

nt
•

N
o

av
ai

la
bl

e
bl

oc
kc

ha
in

no
de

s

C
er

tifi
ca

te
ve

rifi
ca

tio
n

tim
e:

•
A

t
bl

oc
kc

ha
in

no
de

:
10

m
s

•
A

t
Io

T
de

vi
ce

:
12

8
m

s

3
to

26
tim

es
fa

st
er

th
an

tr
ad

iti
on

al
PK

I

Sc
hu

ka
t

an
d

C
or

tij
o

[ 7
1]

C
en

tr
al

iz
ed

X
.5

09
op

tim
iz

at
io

ns
A

na
ly

sis
no

t
pr

es
en

t
A

na
ly

sis
no

t
pr

es
en

t
A

na
ly

sis
no

t
pr

es
en

t

D
EC

K
IN

[5
8]

D
ec

en
tr

al
iz

ed
B

lo
ck

ch
ai

n,
PU

F
Se

cu
re

ag
ai

ns
t:

•
Sp

oo
fin

g
ke

y
up

da
te

s
•

Sp
oo

fin
g

ke
y

re
vo

ca
tio

ns

•
C

er
tifi

ca
te

ve
rifi

ca
tio

n
tim

e:
0.

02
5

m
s

•
Av

er
ag

e
pr

ot
oc

ol
ru

nt
im

e:
35

m
s

A
na

ly
sis

no
t

pr
es

en
t

C
ha

nd
a

et
al

.[
27

]
C

en
tr

al
iz

ed
PU

F,
EC

C

•
Pr

ov
en

se
cu

re
un

de
r

R
oR

m
od

el
R

es
ili

en
t

ag
ai

ns
t:

•
D

en
ia

lo
fS

er
vi

ce
•

M
al

ic
io

us
pu

bl
ic

ke
y

ch
an

ge
s

K
ey

ge
ne

ra
tio

n:
•

D
ur

at
io

n:
4.

68
µ

s
•

En
er

gy
:

1.
31

µ
J

M
em

or
y

us
ag

e:
•

68
0

K
B

on
de

vi
ce

•
22

80
.6

7
K

B
in

co
m

m
un

ic
at

io
n

•
1
4
−

1
6 ×

fa
st

er
•

R
eq

ui
re

s
1
8
−

2
5
×

le
ss

po
w

er

A
lja

da
ni

an
d

G
az

da
r

[7
2]

D
ist

rib
ut

ed
C

lu
st

er
in

g
te

ch
ni

qu
e

R
es

ili
en

t
to

:
•

Si
nk

ho
le

at
ta

ck
s

•
D

oS
A

na
ly

sis
no

t
pr

es
en

t
A

na
ly

sis
no

t
pr

es
en

t

Si
dd

iq
ui

et
al

.[
70

]
D

ec
en

tr
al

iz
ed

PU
F

Se
cu

re
ag

ai
ns

t:
•

C
ho

se
n

pl
ai

nt
ex

t
at

ta
ck

•
Se

ss
io

n
hi

ja
ck

in
g

•
Se

ss
io

n
fo

rg
er

y
•

Im
pe

rs
on

at
io

n
at

ta
ck

s
•

M
es

sa
ge

ta
m

pe
rin

g
•

R
ep

la
y

at
ta

ck
s

A
na

ly
sis

no
t

pr
es

en
t

Pr
ov

id
es

m
or

e
se

cu
rit

y
fe

at
ur

es
th

an
ot

he
r

re
la

te
d

w
or

ks
,

su
ch

as
de

vi
ce

se
cu

rit
y

an
d

pr
iv

ac
y

Si
ng

la
an

d
B

er
tin

o
[5

9]
D

ec
en

tr
al

iz
ed

B
lo

ck
ch

ai
n

A
na

ly
sis

no
t

pr
es

en
t

•
C

er
tifi

ca
te

ve
rifi

ca
tio

n:
12

8-
25

0
m

s
•

St
or

ag
e

re
qu

ire
d:

0-
38

2
M

B
•

C
os

t:
$0

.0
7-

0.
18

pe
r

ce
rt

ifi
ca

te
•

T
im

e
to

iss
ue

ce
rt

ifi
ca

te
:

1-
10

m
in

ut
es

•
1
.6
−

3×
fa

st
er

th
an

tr
ad

iti
on

al
PK

I
(w

ith
O

C
SP

ch
ec

k)
•
2
.2
−

4.
2×

slo
w

er
th

an
tr

ad
iti

on
al

PK
I

(w
ith

ou
t

O
C

SP
ch

ec
k)

C
on

tin
ue

d
on

ne
xt

pa
ge



Ta
bl

e
4.

2
–

C
on

tin
ue

d
fro

m
pr

ev
io

us
pa

ge
N

am
e/

au
th

or
s

A
rc

hi
te

ct
ur

e
Te

ch
no

lo
gy

us
ed

Se
cu

rit
y

an
al

ys
is

Pe
rf

or
m

an
ce

an
al

ys
is

C
om

pa
ris

on

µ
PK

I
[2

8]
C

en
tr

al
iz

ed
EC

C

En
su

re
s:

•
C

on
fid

en
tia

lit
y

•
A

ut
he

nt
ic

at
io

n
•

In
te

gr
ity

•
En

cr
yp

tin
g

se
ss

io
n

ke
y:

22
.8

2
m

J
•

Se
nd

in
g

se
ss

io
n

ke
y:

3.
78

m
J

•
R

ec
ei

vi
ng

se
ss

io
n

ke
y:

1.
83

m
J

•
Se

ns
or

ha
nd

sh
ak

e:
3.

70
m

J

•
1
.2
3
−
1
.4
8
×

le
ss

en
er

gy
th

an
sim

pl
ifi

ed
K

er
be

ro
s

•
2
.9
2
×

le
ss

en
er

gy
th

an
sim

pl
ifi

ed
SS

L

M
ag

nu
ss

on
[6

0]
D

ec
en

tr
al

iz
ed

B
lo

ck
ch

ai
n,

sm
ar

t
co

nt
ra

ct
s

A
na

ly
sis

no
t

pr
es

en
t

“S
ig

ni
fic

an
t”

C
PU

an
d

R
A

M
ut

ili
za

tio
n

A
na

ly
sis

no
t

pr
es

en
t

Pi
nt

al
di

[6
2]

D
ec

en
tr

al
iz

ed
B

lo
ck

ch
ai

n
A

na
ly

sis
no

t
pr

es
en

t
A

na
ly

sis
no

t
pr

es
en

t
H

an
ds

ha
ke

is
5
−

1
3
.5
×

slo
w

er
th

an
in

co
nv

en
tio

na
l P

K
I

LP
K

I
[2

9]
C

en
tr

al
iz

ed
EC

C
A

na
ly

sis
no

t
pr

es
en

t
A

na
ly

sis
no

t
pr

es
en

t
A

na
ly

sis
no

t
pr

es
en

t

C
ha

m
pa

gn
e

[3
0]

D
ec

en
tr

al
iz

ed
B

lo
ck

ch
ai

n
So

m
e

id
en

tit
ie

s
ar

e
no

t
ve

rifi
ed

,
w

hi
ch

co
ul

d
re

su
lt

in
a

D
oS

at
ta

ck
.

•
C

er
tifi

ca
te

sig
ni

ng
:
∼

1.
2

m
in

•
M

em
or

y
us

ag
e:

20
K

b
•

N
et

w
or

k
us

ag
e:

U
p:

22
K

b/
s,

do
w

n:
15

K
b/

s

A
na

ly
sis

no
t

pr
es

en
t

H
ög

lu
nd

et
al

.[
7]

-
X

.5
09

op
tim

iz
at

io
ns

A
na

ly
sis

no
t

pr
es

en
t

•
Av

er
ag

e
he

ad
er

siz
e:

10
by

te
s

•
C

om
pr

es
se

d
EC

C
ce

rt
ifi

ca
te

:
∼

1
5
0

by
te

s
in

siz
e

•
R

O
M

us
e:

3.
7

K
B

•
R

A
M

us
e:

1.
1

K
B

•
Av

er
ag

e
C

oA
P

he
ad

er
siz

e
is

1
6
×

sm
al

le
r

th
an

H
T

T
P

PK
Io

T
[7

4]
C

en
tr

al
iz

ed
X

.5
09

op
tim

iz
at

io
ns

Po
te

nt
ia

lly
vu

ln
er

ab
le

to
:

•
D

en
ia

lo
fS

er
vi

ce
•

Ea
ve

sd
ro

pp
in

g
•

Ta
m

pe
rin

g
•

M
as

qu
er

ad
in

g

•
K

ey
ge

ne
ra

tio
n:

34
8

m
s

•
Si

gn
at

ur
e

ge
ne

ra
tio

n:
43

4
m

s
•

Si
gn

at
ur

e
ve

rifi
ca

tio
n:

42
9

m
s

•
C

er
tifi

ca
te

ve
rifi

ca
tio

n:
46

9
m

s,
16

.5
7

m
J

•
K

ey
ge

ne
ra

tio
n:

∼
1
1
.7
×

fa
st

er
•

Si
gn

at
ur

e
ge

ne
ra

tio
n:

∼
9
.5
×

fa
st

er
•

Si
gn

at
ur

e
ve

rifi
ca

tio
n:

∼
1
2
.2
×

fa
st

er

D
ia

z-
Sa

nc
he

z
et

al
.[

76
]

-
C

er
tifi

ca
te

pi
nn

in
g,

ce
rt

ifi
ca

te
tr

an
sp

ar
en

cy
A

na
ly

sis
no

t
pr

es
en

t
A

na
ly

sis
no

t
pr

es
en

t
A

na
ly

sis
no

t
pr

es
en

t



Ta
bl

e
4.

3:
O

ve
rv

ie
w

of
th

e
re

vi
ew

ed
pa

pe
rs

th
at

pr
es

en
t

no
ve

lw
or

ks
re

ga
rd

in
g

cr
yp

to
gr

ap
hy

fo
r

Io
T

.

N
am

e/
au

th
or

s
Te

ch
no

lo
gy

us
ed

Se
cu

rit
y

an
al

ys
is

Pe
rf

or
m

an
ce

an
al

ys
is

C
om

pa
ris

on

Yu
an

d
Li

[6
7]

Pa
iri

ng
-b

as
ed

en
cr

yp
tio

n

Se
cu

re
ag

ai
ns

t:
•

U
se

r
im

pe
rs

on
at

io
n

at
ta

ck
•

R
ep

la
y

at
ta

ck
•

In
sid

er
at

ta
ck

O
th

er
pr

op
er

tie
s:

•
K

ey
fo

rw
ar

d
se

cr
ec

y
•

St
ro

ng
ke

y
es

ta
bl

ish
m

en
t

•
Pr

ov
en

se
cu

re
th

ro
ug

h
B

A
N

lo
gi

c

•
W

ho
le

sc
he

m
e

co
st

:
3.

1
s

1
.4
8
−

8.
3
8×

slo
w

er
th

an
pe

er
w

or
ks

T
iw

ar
ia

nd
K

im
[6

4]
D

N
A

•
T

hr
ou

gh
th

e
pr

op
os

ed
D

N
A

m
ap

pi
ng

,e
xi

st
in

g
EC

C
is

m
or

e
re

sil
ie

nt
to

tim
in

g
an

d
SP

A
at

ta
ck

s.
T

he
sc

he
m

e:
•

C
on

ve
rt

s
re

pe
tit

iv
e

da
ta

to
ps

eu
do

-r
an

do
m

da
ta

•
En

cr
yp

tio
n

an
d

de
cr

yp
tio

n
ta

ke
a

lin
ea

r
am

ou
nt

of
tim

e
in

re
la

tio
n

to
th

e
in

pu
t

siz
e

A
na

ly
sis

no
t

pr
es

en
t

Te
w

ar
ia

nd
G

up
ta

[4
7]

EC
C

Pr
op

er
tie

s:
•

M
ut

ua
la

ut
he

nt
ic

at
io

n
•

A
no

ny
m

ity
•

C
on

fid
en

tia
lit

y
•

Av
ai

la
bi

lit
y

•
R

es
ist

an
t

to
D

oS

•
St

or
ag

e
co

st
:

57
6

bi
ts

•
C

om
m

un
ic

at
io

n
co

st
:

11
52

bi
ts

•
0
.6
9
−
1
.6
4
×

le
ss

st
or

ag
e

re
qu

ire
d

•
0
.8
8
−
1
.6
3
×

m
or

e
co

m
m

un
ic

at
io

n
re

qu
ire

d

Sz
cz

ec
ho

w
ia

k
et

al
.[

42
]

Pa
iri

ng
-b

as
ed

cr
yp

to
gr

ap
hy

A
na

ly
sis

no
t

pr
es

en
t

•
T

he
fir

st
pa

iri
ng

sc
he

m
e

re
qu

ire
s

on
av

er
ag

e
33

.5
4

K
B

of
R

O
M

on
th

e
te

st
ed

pl
at

fo
rm

s
•

T
he

se
co

nd
pa

iri
ng

sc
he

m
e

re
qu

ire
s

on
av

er
ag

e
46

.7
3

K
B

of
R

O
M

on
th

e
te

st
ed

pl
at

fo
rm

s
•

T
he

fa
st

es
t

im
pl

em
en

ta
tio

ns
at

th
e

tim
e

of
w

rit
in

g

A
na

ly
sis

no
t

pr
es

en
t

C
on

tin
ue

d
on

ne
xt

pa
ge



Ta
bl

e
4.

3
–

C
on

tin
ue

d
fro

m
pr

ev
io

us
pa

ge
N

am
e/

au
th

or
s

Te
ch

no
lo

gy
us

ed
Se

cu
rit

y
an

al
ys

is
Pe

rf
or

m
an

ce
an

al
ys

is
C

om
pa

ris
on

Sh
ia

nd
G

on
g

[4
8]

EC
C

Pr
ov

id
es

:
•

M
ut

ua
la

ut
he

nt
ic

at
io

n
•

Pe
rf

ec
t

fo
rw

ar
d

se
cr

ec
y

R
es

ist
an

t
to

:
•

R
ep

la
y

at
ta

ck
•

U
se

r
im

pe
rs

on
at

io
n

at
ta

ck
•

Se
ns

or
im

pe
rs

on
at

io
n

at
ta

ck
•

G
at

ew
ay

im
pe

rs
on

at
io

n
at

ta
ck

•
M

an
-in

-t
he

-m
id

dl
e

at
ta

ck
•

In
sid

er
at

ta
ck

A
pp

ro
x.

30
%

fa
st

er
th

an
its

pr
ed

ec
es

so
r

[4
9]

A
pp

ro
x.

30
%

fa
st

er
th

an
its

pr
ed

ec
es

so
r

[4
9]

EC
IO

T
[3

2]
EC

C
,D

H
A

na
ly

sis
no

t
pr

es
en

t
A

na
ly

sis
no

t
pr

es
en

t
A

na
ly

sis
no

t
pr

es
en

t

R
aj

en
di

ra
n

et
al

.[
50

]
EC

C

H
ig

hl
y

re
sil

ie
nt

to
:

•
Sy

bi
la

tt
ac

k
•

R
an

do
m

at
ta

ck
•

B
ru

te
fo

rc
e

at
ta

ck

A
na

ly
sis

no
t

pr
es

en
t

Su
pe

rio
r

re
sil

ie
nc

e
to

at
ta

ck
s

lik
e

br
ut

e
fo

rc
e

an
d

Sy
bi

l

Q
az

ie
t

al
.[

45
]

EC
C

Pr
ov

id
es

:
•

U
se

r
an

on
ym

ity
•

U
se

r
un

tr
ac

ea
bi

lit
y

•
R

es
ist

an
ce

to
va

rio
us

at
ta

ck
s

•
Se

ss
io

n
ke

y
ag

re
em

en
t

•
M

ut
ua

la
ut

he
nt

ic
at

io
n

•
K

ey
ge

ne
ra

tio
n

be
tw

ee
n

tw
o

no
de

s:
50

m
s

•
A

ut
he

nt
ic

at
io

n
be

tw
ee

n
tw

o
no

de
s

on
ly

re
qu

ire
s

six
pa

ck
et

s
A

na
ly

sis
no

t
pr

es
en

t

Lo
uw

et
al

.[
52

]
EC

C
A

na
ly

sis
no

t
pr

es
en

t
A

na
ly

sis
no

t
pr

es
en

t
A

na
ly

sis
no

t
pr

es
en

t

Ju
[5

3]
EC

C
•

R
es

ili
en

t
ag

ai
ns

t
M

IT
M

•
Pe

rf
ec

t
fo

rw
ar

d
se

cr
ec

y

•
St

or
ag

e
lin

ea
r

to
nu

m
be

r
of

no
de

s
•

10
se

co
nd

s
to

es
ta

bl
ish

a
10

-n
od

e
ne

tw
or

k

A
na

ly
sis

no
t

pr
es

en
t

El
ho

se
ny

et
al

.[
41

]
EC

C

Se
cu

re
ag

ai
ns

t:
•

Pa
ss

iv
e

at
ta

ck
•

B
ru

te
fo

rc
e

at
ta

ck
•

C
om

pr
om

ise
d

C
H

•
Si

nk
ho

le
at

ta
ck

•
D

oS
at

ta
ck

•
H

EL
LO

flo
od

at
ta

ck

•
C

PU
cy

cl
es

:
66

20
1

•
T

im
e:

8.
61

9
m

s
•

R
A

M
28

1
by

te
s

•
R

O
M

38
45

by
te

s

•
0
.9
4
−
8
.9

fe
w

er
C

PU
cy

cl
es

•
0
.9
9
−
9
.1
6
×

fa
st

er
•
1
.0
4
−
3
.4
7
×

le
ss

R
A

M
•
1
.3
7
−
1
.8
8
×

le
ss

R
O

M

C
on

tin
ue

d
on

ne
xt

pa
ge



Ta
bl

e
4.

3
–

C
on

tin
ue

d
fro

m
pr

ev
io

us
pa

ge
N

am
e/

au
th

or
s

Te
ch

no
lo

gy
us

ed
Se

cu
rit

y
an

al
ys

is
Pe

rf
or

m
an

ce
an

al
ys

is
C

om
pa

ris
on

Pi
no

le
t

al
.[

54
]

EC
C

A
na

ly
sis

no
t

pr
es

en
t

Fo
r

a
25

6-
bi

t
ke

y
siz

e:
•

K
ey

ge
ne

ra
tio

n:
∼

50
00

m
s,

75
.9

3
m

J
•

Si
gn

at
ur

e
ve

rifi
ca

tio
n:

∼
4-

11
s,

15
3.

84
m

J
•

Si
gn

at
ur

e
ge

ne
ra

tio
n:

∼
5

s,
76

.2
3

m
J

A
na

ly
sis

no
t

pr
es

en
t

B
ai

et
al

.[
46

]
EC

C

Pr
ov

id
es

:
•

A
ut

he
nt

ic
at

io
n

•
In

te
gr

ity
•

C
on

fid
en

tia
lit

y

A
na

ly
sis

no
t

pr
es

en
t

A
na

ly
sis

no
t

pr
es

en
t

Li
u

an
d

Se
o

[5
5]

EC
C

Pr
ot

ec
te

d
ag

ai
ns

t:
•

T
im

in
g

at
ta

ck
s

•
Si

m
pl

e
sid

e-
ch

an
ne

la
tt

ac
ks

C
lo

ck
cy

cl
es

:
•

N
U

M
S2

56
:

54
3/

42
9

•
Te

d3
79

19
:

11
26

/8
84

•
N

U
M

S3
84

:
11

39
/8

98

N
U

M
S2

56
is

1.
6
×

fa
st

er
th

an
C

ur
ve

25
51

9

A
l-H

us
ai

ny
et

al
.[

65
]

D
N

A
•

Pe
ak

sig
na

l-t
o-

no
ise

ra
tio

co
m

pa
ra

bl
e

to
A

ES
•

K
ey

siz
e:

24
bi

t

•
1
.5
−

5.
4×

fa
st

er
th

an
A

ES
•

Pe
ak

sig
na

l-t
o-

no
ise

ra
tio

co
m

pa
ra

bl
e

to
A

ES

La
ra

-N
in

o
et

al
.[

56
]

EC
C

A
na

ly
sis

no
t

pr
es

en
t

R
un

tim
e:

2.
69

-6
.7

2
m

s
•

R
eq

ui
re

s
fe

w
er

sli
ce

s
•
0
.0
1
−
8
.6
×

fa
st

er

Fo
rs

by
et

al
.[

73
]

X
.5

09
op

tim
iz

at
io

ns
A

na
ly

sis
no

t
pr

es
en

t
•

O
pt

im
iz

ed
X

.5
09

ce
rt

ifi
ca

te
:

32
4

by
te

s
•

C
om

pr
es

se
d:

14
6

by
te

s

•
4
.5
×

sm
al

le
r

th
an

a
re

gu
la

r
ce

rt
ifi

ca
te

•
1
4
.8
×

sm
al

le
r

th
an

a
re

gu
la

r
ce

rt
ifi

ca
te

(w
ith

co
m

pr
es

sio
n)

A
ng

go
ro

ja
ti

an
d

Pr
as

ad
[7

5]
Id

en
tit

y-
ba

se
d

cr
yp

to
gr

ap
hy

•
M

ut
ua

la
ut

he
nt

ic
at

io
n

A
na

ly
sis

no
t

pr
es

en
t

A
na

ly
sis

no
t

pr
es

en
t

K
ha

ri
et

al
.[

43
]

EC
C

•
M

ea
n

sq
ua

re
d

er
ro

r:
0.

02
•

Pe
ak

sig
na

l-t
o-

no
ise

ra
tio

:
70

dB
•

T
im

e
fo

r
en

cr
yp

tio
n

an
d

de
cr

yp
tio

n:
0.

4
se

c

•
1
.5
−

2×
fa

st
er

•
5
2
.5

−
7
5
×

lo
w

er
m

ea
n

sq
ua

re
d

er
ro

r
•
1
.5
−

2.
3×

hi
gh

er
pe

ak
sig

na
l-t

o-
no

ise
ra

tio
C

on
tin

ue
d

on
ne

xt
pa

ge



Ta
bl

e
4.

3
–

C
on

tin
ue

d
fro

m
pr

ev
io

us
pa

ge
N

am
e/

au
th

or
s

Te
ch

no
lo

gy
us

ed
Se

cu
rit

y
an

al
ys

is
Pe

rf
or

m
an

ce
an

al
ys

is
C

om
pa

ris
on

A
lb

al
as

et
al

.[
44

]
EC

C
,C

oA
P

En
su

re
s:

•
C

on
fid

en
tia

lit
y

•
A

ut
ho

riz
at

io
n

•
In

te
gr

ity
•

A
ut

he
nt

ic
at

io
n

Po
w

er
re

qu
ire

d:
∼

0.
7

W
R

eq
ui

re
s
1.
1
4
−
1
.5
7
×

le
ss

po
w

er
th

an
re

gu
la

r
C

oA
P

T
in

yE
C

C
[3

9]
EC

C
A

na
ly

sis
no

t
pr

es
en

t

•
In

iti
al

iz
at

io
n:

5.
64

-5
20

2
m

s,
1.

4-
83

.8
4

m
J

•
11

.4
0-

20
.7

7
K

B
of

R
O

M
•

1.
5-

2.
1

K
B

of
R

A
M

A
na

ly
sis

no
t

pr
es

en
t

H
en

riq
ue

s
an

d
Ve

rn
ek

ar
[3

1]
(A

)s
ym

m
et

ric
cr

yp
to

gr
ap

hy
A

na
ly

sis
no

t
pr

es
en

t
A

na
ly

sis
no

t
pr

es
en

t
A

na
ly

sis
no

t
pr

es
en

t



Chapter 5

Proposed solution

The demand for a scalable and decentralized public key infrastructure (PKI) is on the rise as the
Internet of Things (IoT) landscape expands at a rapid rate, connecting everything from sensors to
appliances. A lightweight and decentralized PKI offers an appropriate solution to the particular
security issues that IoT ecosystems raise.

Firstly, a PKI architecture for the IoT must be decentralized due to the nature of IoT networks.
Decentralized PKIs reduce single points of failure and boost attack resistance simply by doing away
with the need for a centralized authority to administer certificates. Devices may independently
manage their cryptographic keys, create secure connections, and authenticate one another via a
decentralized PKI, which promotes assurance within the IoT ecosystem.

Secondly, a lightweight PKI system is a PKI system created especially for IoT devices with limited
resources. Such devices frequently feature little amounts of memory, computing power, and energy.
The performance and efficiency of IoT devices can be hampered by traditional PKI structures,
which were initially created for more powerful computing environments. IoT devices can use
cryptographic processes that are tailored to their capabilities by implementing a lightweight PKI,
which reduces processing overhead and energy usage while assuring reliable operation.

This chapter will describe the proposed solution for a novel PKI architecture tailored to IoT devices.
The architecture is mainly based on findings during the literature analysis (Chapter 4) and hopes
to address the limitations presented in Section 4.8. The contributions of this proposed solution are
two-fold:

Revocation
Updating
Issuance

Querying

Figure 5.1: Overview of the proposed design. The gray circles represent zones, in which IoT devices
are situated. The IoT devices are individually connected to their zone master located above them.
Moreover, the zone masters are able to communicate among their neighbors.
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2.
1.

(a) A node wants to be enrolled into
the zone, by sending an enrollment
request to the zone master. The zone
master sends back a signed certifi-
cate. (b) Next, the node is part of the zone.

Figure 5.2: Node enrollment procedure visualized.

1. In order to address the single point of failure present in traditional PKI architectures, we
propose a decentralized PKI system. Previous literature has shown that this is feasible
to achieve [6, 30, 58–60, 62, 70, 72]. We propose to introduce an architecture that employs
“zones”, where each zone has a master (See Figure 5.1). This master issues, updates, revokes,
and looks up certificates for all other IoT nodes in its zone. A node can become part of a
zone by sending an enrollment request to a zone master, to which the master responds with a
signed certificate (Figure 5.2). Thus, to a certain extent it acts as a CA when compared with
the traditional PKI architecture. Furthermore, it is optimal for the master node to have
significant computational power. The general idea is that zone masters keep track of the
certificates of all nodes in its zone. If a zone gets too many nodes to handle, it will convert
a node in the zone to a new master node, thereby creating a new zone, which is connected
to the old zone. This creates a parent-child like architecture, where each zone (apart from
the root zone) has a link to its parent and child zone. This zone system allows for high
scalability, where each zone can represent a single entity. For example, one zone can contain
all IoT nodes in a certain smart city, while another zone contains all nodes in a certain smart
building.

2. The second contribution addresses the need for a lightweight architecture, which is achieved
in two following ways:

(a) The use of lightweight cryptography: Elliptic Curve Cryptography (ECC) is public
key cryptography based on the algebraic structure of elliptic curves over finite fields.
Because it offers the same level of security with smaller key sizes, it has an advantage
over conventional cryptographic methods like RSA [89]. ECC starts with an elliptic
curve that is described mathematically by the equation:

y2 ≡ x3 + ax+ b (mod p) (5.1)

where x and y are coordinates on the curve, a and b are constants that define the shape
of the curve, and p is a prime number representing the finite field. One cryptosystem
that makes use of ECC is the Elliptic-Curve Discrete Logarithm Problem (ECDLP);
given the curve in equation 5.1 and a point P on the curve, the ECDLP involves finding
an integer n such that nP equals a specified point Q on the curve. In mathematical
notation, the ECDLP can be expressed as:

Q = nP
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Table 5.1: Symbols and notations used in this chapter.

Symbol Description
H Hardware score of a node
U Cryptographically secure Universally Unique Identifier (UUID)
C Node certificate
S Signature of C

PK Public Key
SK Secret Key
R Revocation status (0 = not revoked, 1 = revoked)

{M}k Message M is encrypted with key k

The security of elliptic curve cryptography relies on the difficulty of solving the Elliptic-
Curve Discrete Logarithm Problem (ECDLP). That is, given a curve, a base point P ,
and a resulting point Q, it is computationally hard to determine the integer n such that
Q = nP [90].

(b) The use of lightweight certificates: the proposed architecture will dramatically reduce
the number and size of fields present in the conventional X.509 certificates in order
to speed up certificate creation and verification. To further reduce communication
overhead, we will use Concise Binary Object Representation (CBOR) to encode the
certificates. CBOR is a binary data serialization format that resembles JSON in some
ways. It enables the faster transport of data objects with name-value pairs than JSON.
This sacrifices human comprehension in favor of more rapid processing and transfer
rates.

We shall now describe a number of important procedures in this architecture. In these descriptions,
we sometimes make use of symbols. Definitions of the symbols can be found in Table 5.1. Finally,
lifecycle diagrams of both nodes and zones can be found in Figure 5.3.

5.1 Zone setup
In order to set up a zone, a single zone master node must be deployed. Firstly, this zone master
generates a cryptographically secure Public Key PK, Secret Key SK and UUID U for itself. The
zone master will essentially act as a CA, compared with traditional PKI architectures. In order
for the zone to be used by other nodes, its IP address must be published. When nodes obtain the
IP address of a zone, they can enroll into the zone, which is described in the next section.

The zone that is set up first will be the zone whose IP address will be published for other nodes to
join. This means that if a node does not know the IP address of a zone to join, it will try to join
the first zone. After that, the zone master will decide to either welcome the node into its zone, or
to redirect its enrollment request to a child zone.

It is important to note that this operation is only applicable for zone masters who want to create
a brand new PKI chain. When a node wants to assist this PKI by becoming a zone master, it will
first have to join the PKI as a regular node.

5.2 Node enrollment
If a node wants to become part of a zone, it will first execute an Elliptic-Curve Diffie-Hellman
(ECDH) key exchange so that subsequent communication can preserve confidentiality and integrity.
The Diffie-Hellman key exchange technique enables two parties with no prior knowledge of one
another to establish a common secret key across an insecure channel [91]. A symmetric-key cipher
can then be employed with this key to encrypt subsequently sent messages. After the node and zone
master have conducted a Diffie-Hellman key exchange to obtain a secure symmetric key σ, the node
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Start

Node

Enrolled

Unenrolled

Enroll

Look up certificate/
update certificate

Revoked by master/
unenroll

Start

Zone

Zone in operation

Revoked

Setup

Extend zone/
Revoke parent

or child

Zone revoked by
parent or child

Figure 5.3: Lifecycle diagrams of a node and zone. The transitions between states contain hyper-
links to their respective sections.

will use it to securely send an enrollment request to the zone master facilitated by the Advanced
Encryption Standard (AES) block cipher. This enrollment request contains the hardware score H
of the node, which is calculated as follows:

H = (Amount of RAM in MB) + (number of CPU cores)× (CPU clock speed in MHz). (5.2)

Optionally, depending on the level of trust in the zone master, the node will also generate a keypair
itself and send the public key along as well. Thus, the node sends the following tuple to the zone
master, where square brackets indicate optional fields:

λ = {([PK],H)}σ.

Next, the zone master generates a cryptographically secure UUID U , PK and SK (if the node did
not send along a public key), and certificate C. The certificate contains the UUID U and public
key PK, among others (Section 5.10). The certificate is signed with the SK of the zone master,
and stored in signature S. Moreover, it sends the tuple

µ = {([PK,SK], C, S)}σ

back to the node. Finally, the zone master stores the tuple

ν = (U,H,C,R = 0)

in an internal table, where R is the revocation status of the certificate. Because the certificate
contains (among others) the public key of the node, the public key can be queried by other nodes
if they want to securely communicate. We want to note that the zone enrollment relies on the
principle of Trust on First Use (TOFU) [92]. That is, the zone master assumes the node to be
benign and to not spoof their identity (UUID U) upon key generation. Moreover, we want to point
out that after enrollment, all communication between zones and nodes is done through public key
cryptography (ECC) to ensure secure and private communication. An overview of the enrollment
procedure is given in Figure 5.4.
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Node Master

λ = {([PK],H)}σ
µ = {([PK,SK], C, S)}σ

Figure 5.4: Node enrollment. Optional data is denoted by square brackets.

5.2.1 Subsequent communication
After enrollment, the node can communicate with other nodes and its zone master using public
key cryptography. Nevertheless, an adversary can perform a Man-in-the-middle attack (MITM)
attack, as illustrated in Figure 5.5. In this figure, a benign node requests the certificate of node
x to a benign zone master. The MITM however, blocks the request from reaching the master
and responds with a malicious response, encrypted with the public key of the node. Although the
MITM still has to guess the type of request in order to successfully send back a malicious response,
this is a significant problem.

To fix this problem, we propose that for every request, the requesting party sends along a nonce
inside the encrypted message. Next, the responding party sends this same nonce inside the en-
crypted response. If the requesting party successfully verifies that the request nonce is identical to
the response nonce, it can confirm that no MITM is present.

Node MITM Master

{I want the certificate of node x}pkmaster

{Here is the certificate of node x}pknode

Figure 5.5: Demonstration of MITM attack.

The communication in the rest of this chapter will make use of this nonce principle.

5.3 Zone extension
If a zone master does not want to accept any more node enrollments (e.g., if the zone master has
too many nodes resulting in computational limits), it will instruct the strongest node, i.e., the node
with the highest H score in its zone, to create a new zone. We explain the next steps with the
help of Figure 5.6. In the real architecture, nodes are identified by their UUID, but for readability
purposes, we refer to them by a letter. Suppose zone master B wants to extend its zone, it will
instruct the strongest node (C) to create a new zone (step 1). After this node (C) has created a
new zone, the master of the old zone (B) will redirect the enrollment of new nodes to this new
zone (C). Finally, the child (C) sends a recursive message to its parents (B and A) saying that it
is the new child of B (step 2). Because zone master (A) knows master (B) is its child from the
previous extension, it will respond to zone master (C) that it is C’s grandparent (step 3). The
grandparent/grandchild identification is performed in order to conduct zone master revocation,
which is described in Section 5.8.

Due to accidental or purposeful misconfiguration, it can be possible that two zones redirect to
each other upon enrollment of a node. When a node wants to enroll into a zone in such a case, it
can get stuck in an infinite redirection loop. To solve this problem, we only allow zone masters to
redirect enrollments to their child zones. Furthermore, when a zone master has vacant spots after
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a number of nodes have left, it can stop redirection upon enrollment of new nodes and welcome
them into its zone.

A B C

3. A is C’s grandparent

2. B is C’s parent 2. B is C’s parent

1. Extend

Figure 5.6: Zone extension procedure illustrated.

To conclude this section, we describe how a zone master determines whether it has reached its
node limit, after which it will extend its zone. For performance purposes, we describe the following
rule: if all nodes in a zone would be consecutively sending a request to the zone master, the zone
master must be able to complete all requests within one second. Next, we aim to determine this
node threshold for a Raspberry Pi 4 Model B with 1 GB of RAM memory, and a Quad core 64-bit
CPU @ 1.8GHz, because this is the testbed for our performance analysis (Chapter 6). From this
experiment it is concluded that such a Raspberry Pi is able to handle 20 consecutive enrollment
requests within one second. We decided to use the enrollment operation for this benchmark, as it
requires a number of cryptographic operations, which would reflect a realistic situation in terms of
computing power. Given that this Raspberry Pi has a hardware score of 80031734, we deduced a
formula to determine the maximum number of nodes per zone:

Maximum number of nodes = Hardware score (H)× 2.5× 10−7

5.4 Certificate updating
It may be necessary for a node to update their public-private keypair, in case of private key loss
or compromise. Should a node want to update its keypair, it can simply send a new certificate
signed with the old key to its zone master. Then, the zone master will verify the signature, and if
the signature is valid, it will replace the tuple µ in its internal table. In this tuple, U and H are
copied from the previous entry, and C is a new certificate of the node’s new PK, signed with the
SK of the zone master.

5.5 Certificate revocation
In case a node U in a zone is acting maliciously, the zone master must be able to revoke the node’s
certificate. If this is the case, it can simply set the revocation status R to 1 in its internal table. If
other nodes want to look up the certificate of node U , the zone master will inform the nodes that
U ’s certificate has been revoked.

5.6 Certificate lookup
When two nodes want to communicate securely, they must first get each other’s certificates. When
a node wants to look up the certificate C of an identity U , it will ask its zone master for its
certificate. The master is faced with two possible scenarios:

1. If U is located in the master’s zone, it can simply fetch the certificate from its internal table,
and send it back to the node.

2. If U is not located in the master’s zone, the procedure is as follows, accompanied by Figure
5.7: In this example, zone master 4 has the certificate for node 6. Node 5 asks its master (3)
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for the certificate of node 6. Because node 6 is not located in the zone of master 3, it will
send a recursive query to its child and parent zone masters, to ask if they have the certificate
of 6. Zone master 4 responds with the certificate of node 6, and master 3 sends the certificate
back to node 5.

Finally, when the node has obtained the requested certificate, it will verify all signatures of the
zone masters until it reaches the root zone.

Master 1 Master 2 Node 5 Master 3 Master 4

I want C of 6

Who has C of 6?

Who has C of 6?

I do not have C of 6

I do not have C of 6

Who has C of 6?

I have C of 6

Here is C of 6

Figure 5.7: Certificate lookup procedure illustrated.

5.7 Certificate verification
Before two nodes can communicate securely, the nodes must have verified each other’s certificate.
To this end, both nodes must first query the public key of each other’s zone master. With this,
they can verify each other’s certificate. Next, both nodes must traverse the entire certificate chain
up to the root zone, by requesting the certificates and signatures of all zone masters that are parent
of the to be verified node.

5.8 Zone master revocation
In case a zone master starts handing out malicious certificates, other zone masters must be able
to get rid of the zone, i.e., revoke the zone. A zone master can revoke either its master parent
or child. If a zone master decides to revoke its child zone master, its new child will become its
grandchild zone master. If a zone master wants to revoke its parent zone master, the procedure is
equivalent. Because the grandchildren and grandparents identify themselves in the zone extension
procedure (Section 5.3), the master will know the identifiers U of its grandchild and grandparent.
Finally, the zone master will send a signed message to all nodes in the revoked zone that they have
to unenroll and re-enroll, so that they will be part of a valid zone again. An example is illustrated
in Figure 5.8, where a zone master revokes its child zone.

Nevertheless, it is trivial that a malicious zone is not likely to update its nodes on the fact that it
has been revoked. Therefore, the nodes that are in this revoked zone must be able to detect that
its zone master has been revoked. To this end, we propose the following: periodically, all nodes in
the zone will request proof from the parent and child zone master that they are still present. This
will be done in the form of a digital signature:

signSKP
(α), signSKC

(β) (5.3)

Where SKP and SKC are the secret keys of the parent and child zones, and α and β are random
strings created by the verifying nodes in the zone. The only way for a malicious zone master to
forge such signatures, is to know the secret key of both zone masters. Should the parent and child
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zone masters return an incorrect or no signature, the node will assume that its zone has been
revoked. After this, it will unenroll from the current zone and enroll into a new zone.

A B C D E

2. A is D’s grandparent

1. B is D’s parent

1. B is D’s parent 1. B is D’s parent

2. E is B’s grandchild

(a) Zone B revokes its child zone C by telling all nodes (except C) that B is the new parent of D. Because
other nodes know that B is their parent or child, they will update fellow nodes by telling them they are
new grandparents/children.

A B D E

(b) While zone C can still operate, it is essentially removed from the zone chain.

Figure 5.8: Zone revocation illustrated: all circles represent zone masters. In the real architecture,
nodes are identified by their UUID, but for readability purposes, we refer to them by a letter. In
this case, zone B revokes its child zone C (Figure a), after which it is removed from the zone chain
(Figure b).

5.9 Node unenrollment
When a node does not feel the necessity to communicate (securely) anymore, it can unenroll out
of the zone. When a node wants to unenroll, it can simply send a signed request to the zone
master, who will then revoke the node’s certificate in its internal table, after successfully verifying
the signature.

5.10 Certificates and keys
This section will describe a new certificate format that is based on X.509 certificates. In order
to speed up certificate generation and verification, we will drastically reduce the number and
size of fields found in the standard X.509 certificates. Moreover, we will encode the certificates
using Concise Binary Object Representation (CBOR), to reduce the communication overhead even
further. CBOR is a binary data serialization format that is somewhat related to JavaScript Object
Notation (JSON). It permits the transfer of data objects containing name-value pairs (like JSON),
but in a shorter way. This compromises human comprehension in favor of faster processing and
transfer rates.

Finally, the key system to be used along with these certificates is ECC, as this is shown to be more
efficient than other cryptosystems such as Rivest Shamir Adleman (RSA) [44–46] and has been
widely implemented and tested on IoT devices [32, 39, 54, 55]. Next, we shall describe the fields
found in this new certificate architecture.

5.10.1 Version number
X.509 specification This field is an integer describing the version of the certificate [2]. The
versatility of X.509 version 3 offers support for other topologies like meshes and bridges [93]. Version
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TBSCertificate ::= SEQUENCE {
version
serialNumber
signature
issuer
validity
subject
subjectPublicKeyInfo
issuerUniqueID
subjectUniqueID
extensions

}

Certificate ::= SEQUENCE {
tbsCertificate
signatureAlgorithm
signatureValue

}

Figure 5.9: Overview of a traditional X.509 certificate [2]. All fields are explained in the sections
below.

3 also offers support for certificate extensions, which allow a CA to exclusively issue certificates
for predetermined uses.

Optimized format By restricting this field to only version 3, it can be left out entirely.

5.10.2 Serial number
X.509 specification The serial number, which the CA assigns to each certificate, has to be a
positive integer. It must be distinct for each certificate that a specific CA issues. In other words,
the combination of CA and serial number uniquely identify a certificate [2].

Optimized format In order to reduce computational overhead as much as possible, the serial
number will be a monotonically increasing integer, starting from 0.

5.10.3 Signature
X.509 specification The identifier for the algorithm that the CA employed to sign the certifi-
cate. The value of this field must be identical to the signature algorithm field (Section 5.10.11).

Optimized format By restricting the signature algorithm to a single algorithm, the field can
be omitted entirely. The signature algorithm chosen is ECDSA NIST P-256, which is elaborated
on in Section 5.10.7.

5.10.4 Issuer
X.509 specification The CA that issued the certificate is named in this field. The issuer field
needs to have a Distinguished Name (DN) in it that is not empty [2].

Optimized format While the Issuer field in regular X.509 certificates contain various attributes
such as country, organization, and Common Name (CN), in order to preserve space, this field shall
only contain the CN.

5.10.5 Validity
X.509 specification The duration for which the CA guarantees that it will keep track of the
certificate’s state. The date the validity period starts (notBefore) and the date the validity period
ends (notAfter) are expressed in the field as a sequence of two dates [2].
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Optimized format The X.509 format allows for two date types:

1. UTCTime, which is of the format YYMMDDHHMMSSZ

2. GeneralizedTime, which is of the format YYYYMMDDHHMMSSZ

While the first date format is smaller, it does entail a drawback: the year is indicated using two
characters. These two characters are interpreted as follows [2]:

• “Where YY is greater than or equal to 50, the year SHALL be interpreted as 19YY; and”

• “Where YY is less than 50, the year SHALL be interpreted as 20YY.”

This means that after the year 2049, date types of this format are not applicable anymore. Nev-
ertheless, the optimized format will still make use of this date type. In this optimized format, the
YY characters are to be interpreted as 20YY.

5.10.6 Subject
X.509 specification The entity connected to the public key is identified by this field [2]. If the
subject is a CA, the subject field must contain a “non-empty distinguished name matching the
contents of the issuer field” [2].

Optimized format In order to provide unique identities for all nodes in the PKI, the subject
will be a uuid4, with a length of 36 bytes.

5.10.7 Subject Public Key Info
X.509 specification This field contains the public key and specifies the algorithm that the key
is used with.

Optimized format By allowing only one public key algorithm, the specified algorithm in this
field can be omitted, thus decreasing computational overhead. The public key algorithm chosen
is ECC, on the NIST P-256 curve. The reason for choosing Elliptic Curve Cryptography over a
different asymmetric cryptosystem, e.g., RSA, is because it provides much higher levels of security
for much smaller keysizes, thus reducing computational and communication overhead [89]. The
P-256 curve is chosen because it provides 128 bit level security, which is considered ‘acceptable’ by
the National Institute of Standards and Technology [89].

5.10.8 Unique identifiers
X.509 specification To address the potential for subject and/or issuer name reuse. However,
it is advised that CAs adopt distinctive names and must thereafter refrain from assigning these
fields [2].

Optimized format Because it is advised that subjects and/or issuer names are not reused, this
field is not necessary and therefore omitted entirely.

5.10.9 Extensions
X.509 specification This field lists one or more certificate extensions. It must allow at least
the following extensions [2]:

• Key Usage: this extension specifies the function of the key present in the certificate (such as
certificate signing or encryption).

• Certificate policies: a collection of one or more policy information terms that describe the
policy by which the certificate was issued and the permitted uses of the certificate.
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• Subject alternative name: with this extension, identities can be linked to the certificate’s
subject. These identities can be used in place of, or in addition to, the identity listed in the
certificate’s subject field.

• Basic constraints: specifies “the maximum depth of valid certification paths that include this
certificate” [2], as well as whether the subject of the certificate is a CA.

• Name constraints: All subject names in following certifications in a certification route must
be contained inside the name space indicated by this extension, which can only be used in a
CA certificate. The constraint for URIs only applies to the host portion of the name. The
constraint may specify a host or domain but must be supplied as a fully qualified domain
name. host.example.com and .example.com are two examples.

• Policy constraints: Certificates deployed to CAs may use the policy constraints extension,
which restricts path validation.

• Extended key usage: This extension lists one or more additional uses for the certified public
key that can be substituted for or added to those mentioned in the key usage extension. This
extension will often only be shown in certificates for end entities.

• Inhibit anyPolicy: Certificates issued to CAs may utilize the inhibit anyPolicy extension.
The inhibit anyPolicy extension states that, unless it occurs in an intermediate self-issued CA
certificate, the special anyPolicy OID is not considered an explicit match for other certificate
policies.

Optimized format In the optimized format, entities are not required to receive and parse these
extensions, i.e., all extensions are listed as optional. This is done in order to reduce communication
and computational overhead.

5.10.10 TBS Certificate
X.509 specification This TBS (“To Be Signed”) field includes the subject and issuer names, a
public key related to the subject, a validity time, and other relevant data [2].

Optimized format Because this information is already listed in fields mentioned before (Section
5.10.4, 5.10.6), this field will be omitted altogether.

5.10.11 Signature Algorithm
X.509 specification The name of the cryptographic algorithm that the CA used to sign this
certificate. The value of this field must be the same as in the signature field (Section 5.10.3).

Optimized format By restricting the signature algorithm to a single algorithm, the field can
be omitted entirely. The signature algorithm chosen is ECDSA NIST P-256.

5.10.12 Signature Value
X.509 specification This field contains the tbsCertificate’s ASN.1 DER-encoded digital signa-
ture.

Optimized format Because this field is essential for the proper functioning of the PKI, it is
included in the optimized format, without any modifications.

5.10.13 Summary
An overview of the optimized X.509 certificate for IoT devices is shown in Figure 5.10.
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TBSCertificate ::= SEQUENCE {
serialNumber int
issuer string
validity UTCTime
subject int
subjectPublicKeyInfo string
extensions list

}

Certificate ::= SEQUENCE {
signatureValue string

}

Figure 5.10: Overview of the optimized X.509 certificate for IoT.

5.11 Security considerations
This section presents a number of security considerations for the proposed solution, along with
security solutions.

5.11.1 Denial-of-Service
Malicious nodes and zones are able to overwhelm the intended victim zone masters/nodes by send-
ing them protocol messages (e.g., certificate lookup, certificate update, and enrollment requests)
at a very high frequency. This can result in the victim zone master/node being overwhelmed and
shutting down, essentially performing a DoS attack.

To mitigate this issue, all nodes and zone masters will implement rate limiting, which is a mech-
anism employed to regulate the frequency of requests exchanged by a network interface. If the
traffic rate at a node or zone master exceeds a certain threshold, the zone master or node will
simply drop remaining traffic. Although this can have a negative effect on benign nodes, it will
prevent DoS attacks.

5.11.2 Blocking of messages
A malicious zone master is able to block any requests sent between zones. Examples of such
requests are zone extension, node enrollment, certificate lookup and zone master revocation. If a
zone master suspects a node to block requests, it will send three distinct dummy requests to the
suspicious zone master. When none of the requests receive any response, it will revoke the zone
master. If the suspicious zone master is no direct parent or child of the zone master, it will ask
neighboring zones to revoke. Moreover, if a node suspects a zone master to be blocking requests,
it will tell its zone master who will then perform this (three requests) test on their behalf.

5.12 Conclusion
In this chapter, we have designed a decentralized PKI architecture that employs zones, in which
the zone masters act as CAs for all nodes in the master’s zone. Furthermore, we have designed
a new type of X.509 certificate, that will be more lightweight than its traditional variant. It has
been designed by removing or reducing the size of the fields present in a classical X.509 certificate.
In the next two chapters, we will validate our design by conducting a performance (Chapter 6)
and security (Chapter 7) analysis.
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Chapter 6

Performance analysis

This chapter will design and execute the framework for evaluating the performance of the proposed
solution. The proposed solution has been implemented in Python 3.10, and uses the pycryptodome1

and cbor22 libraries for cryptographic operations and CBOR encoding respectively. The imple-
mentation is hosted on a Raspberry Pi 4 Model B with 1 GB of LPDDR4-3200 SDRAM memory,
and a Broadcom BCM2711, Quad core Cortex-A72 (ARM v8) 64-bit CPU @ 1.8GHz. The Rasp-
berry Pi employs Alpine Linux (v3.17) as its host OS, because it is a lightweight distribution.

Firstly, we will describe the procedure to measure the performance of the implementation. Next,
we will present the results of the previously explained methodology.

6.1 Experimental setup
In order to measure the performance of the proposed solution and implementation, we will be
performing a time, memory, and power-based analysis.

• In the time analysis, we will first log the current timestamp before executing the operation.
After the operation has finished, we will log the timestamp again and compute the difference
to obtain the runtime duration.

• In the memory analysis, we will be using filprofiler3, which is a Python tool that analyzes
memory usage of programs.

• In the energy analysis, we will be conducting a baseline voltage and ampere measurement to
obtain the baseline usage. When executing the operation, the peak voltage and amperage
will be observed, and the differences between the baseline will be noted. By combining the
voltage and amperage with the duration of the operation, the energy (J) can be calculated:

Energy (J) = Voltage (V) × Amperage (A) × Time (t).

For the measurement, we have used dedicated Raspberry Pi energy measurement hardware.
The experimental setup can be seen in Figure 6.1.

In this analysis, we will benchmark the following operations, as we deem these to be most relevant:

• Certificate size

• Certificate generation

• Node enrollment (Section 5.2)

• Zone extension (Section 5.3)
1https://pypi.org/project/pycryptodome/
2https://pypi.org/project/cbor2/
3https://pypi.org/project/filprofiler/
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Figure 6.1: Experimental setup for the energy analysis. The dedicated energy measurement hard-
ware sits on the connection between the Raspberry Pi and the power outlet.

• Certificate lookup (Section 5.6)

• Certificate verification (Section 5.7)

We will benchmark every one of these operations three times. The first run, the benchmark will be
performed with traditional X.509 certificates. That is, an X.509 certificate with all fields included.
Next, we will run the benchmark with our optimized X.509 certificates with omitted or shortened
fields. Finally, we will benchmark our solution with the optimized certificates from the previous
run, but we encode them efficiently using CBOR. We want to note that in the first two benchmarks,
all certificates are encoded in JSON format for ease of parsing during communication. Furthermore,
we considered benchmarking the number of messages sent across the network. However, we deemed
this to be trivial as this can be deduced from the proposed design in Chapter 5.

We will now describe the four benchmark procedures in more detail.

6.1.1 Certificate size
The first benchmark will create three certificates, one for each category (traditional, optimized,
CBOR encoded). Then, the size of the certificates will be calculated in bytes.

6.1.2 Certificate generation
In the next benchmark, the time, memory, and energy required to generate a certificate is mea-
sured, which includes the signature generation. To this end, we will generate 100 certificates and
calculate the average time and memory consumption. As certificates are only CBOR encoded
when transmitted across a network, it is not relevant to benchmark this category. Nevertheless,
we will test the performance of CBOR encoding to find out whether generation of such certificates
requires fewer resources than regular JSON encoding.

6.1.3 Node enrollment
This benchmark will create a master and client, and make the client connect to the master to
enroll. The latter procedure is benchmarked in terms of time, memory, and energy consumption
for both the client and master. To this end, the benchmark will be executed 100 times and the
average values will be computed.
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6.1.4 Zone extension
This benchmark creates a master and client as well. Next, the client enrolls into the master’s zone.
Finally, the master instructs the client to extend to a new zone, which is measured in terms of
time, memory, and energy consumption.

6.1.5 Certificate lookup
This benchmark is parametrized by the number of zone masters. That is, this benchmark will first
create x zone masters, and will enroll the first client to the first zone in the chain, and the second
client to the final zone in the chain. Finally, the first client will look up the certificate of the second
client, whose request is then passed along the entire zone chain. The purpose of this benchmark
is mainly to find out whether CBOR encoded certificates are transferred faster than regular and
optimized JSON encoded certificates.

6.1.6 Certificate verification
The final benchmark will be measuring the memory usage, runtime, and energy usage of certificate
verification with five zone masters. Here, a node has to verify the certificate of a node in the final
zone, and verify the five certificates of the zone masters that make up the certificate chain.

6.2 Experimental results
This section will present the results of the experimental methodology as described in the previous
section. Each subsection will present the results for its respective operation.

6.2.1 Certificate size
This benchmark generated three certificates, one for each category, and measured their size in
bytes. We want to point out that numerous certificates have been generated for every category.
Nevertheless, the certificate size remained constant.

As can be seen in Figure 6.2, the optimization and encoding of the certificates drastically reduces
their size. Optimized certificates are 46% smaller than traditional X.509 certificates, and CBOR
encoded certificates are 52% smaller than traditional certificates.

6.2.2 Certificate generation
In this benchmark, we generated 100 certificates and calculated the average execution time, mem-
ory usage, and energy consumption for traditional, optimized and CBOR encoded certificates.
Although it can be seen in Figure 6.3 that optimized certificates take less time and memory to be
generated, it is not by a significant margin. Furthermore, it can be noted that CBOR encoding
requires less energy to generate than regular JSON encoding. The greatest improvements can be
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Figure 6.2: Certificate size in bytes.
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seen in terms of memory, where the CBOR encoding requires > 2000 fewer bytes of memory than
when generating a traditional certificate.
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Figure 6.3: Benchmark of certificate generation.

6.2.3 Node enrollment
In this benchmark, the node enrollment procedure was executed 100 times, and the average du-
ration, energy, and memory consumption of enrollment was calculated. This benchmark was
conducted from both the client and master perspective, in order to give a more comprehensive
overview.
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Figure 6.4: Benchmark of node enrollment.

In Figure 6.4, it can be seen that the optimized certificate slightly outperforms the traditional
certificate, in terms of memory and energy usage. Although the CBOR encoded certificate seems
to perform better than both the traditional and optimized certificate on the client side in terms
of time, this is not the case for the master side. Furthermore, it is interesting to note that the
master side needs significantly more memory, which is mainly due to the cryptographic operations
the master has to perform. Nevertheless, the client side requires more time to complete than the
master side, which could be due to the fact that the client has to find a zone master with vacant
spots, which could require the client to send numerous requests across the network. Finally, we
note that on both the client side CBOR encoding and optimized certificates do have a positive
effect on energy usage, where energy usage is reduced by 33% and 50% on the client and master
side respectively.

6.2.4 Zone extension
In this benchmark, the zone extension procedure was executed 100 times, and the average time,
energy, and memory consumption during extension was calculated.
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It is important to note that the zone extension procedure does not make use of certificates that
are sent across the network. Consequently, the efficiency of CBOR encoding is not leveraged as
much as with for example, the node enrollment procedure. Therefore, in this benchmark, we will
only compare regular JSON encoding with CBOR encoding.

Figure 6.5 demonstrates that this benchmark does not show a significant improvement in using
CBOR encoding over JSON encoding, due to the aforementioned reason.
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Figure 6.5: Benchmark of zone extension.

6.2.5 Certificate lookup
In this benchmark, there is one node in the first zone master in the chain, and another node in
the final zone master. The first node will look up the certificate of the second node, so that the
zone masters will have to propagate this request along all zone masters in the chain. For this
parametrized benchmark, we executed the benchmark for x zone masters, where x is an integer in
[2, 150]. We chose the upper bound of zone masters to be 150, as the Raspberry Pi was not able
to handle more.
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Figure 6.6: Benchmark of certificate lookup.

As depicted in Figure 6.6, a noticeable enhancement in execution time can be observed when
comparing traditional certificates with optimized and encoded certificates, particularly for zone
counts exceeding approximately 20. This is attributed to the fact that an increased number of
messages are required to facilitate certificate lookups as the number of zones grows, thus leading
to a greater utilization of the CBOR encoding technique. For example, for x = 150 zones, the
CBOR encoded certificate performs 12.5% faster than traditional certificates, and 10.9% faster
than optimized certificates.
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6.2.6 Certificate verification
In this benchmark, we will be measuring the memory usage, runtime, and energy usage of certificate
verification with five zone masters. Here, a node has to verify the certificate of a node in the final
zone, and verify the five certificates of the zone masters that make up the certificate chain.
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Figure 6.7: Benchmark of certificate verification.

As can be seen in Figure 6.7, while in terms of memory the CBOR encoded certificate does not
yield any improvements over the traditional certificate, there is minor improvements in runtime.
Furthermore, we can observe that there are significant energy usage improvements for optimized
and CBOR encoded certificates.

6.3 Discussion
This section will discuss the obtained performance results by comparing them to results found in
the literature (Table 4.2 and 4.3).

From the tables that have been created during the literature review, two types of metrics have
been found that allow for comparison between works: certificate size and certificate verification,
in terms of runtime and energy usage.

6.3.1 Certificate size
For certificate size we have the work by Forsby et al. [73], where the authors suggest a lightweight
X.509 certificate format made especially for Internet of Things devices. This novel format seeks
to provide safe authentication and data integrity while reducing certificate size and computational
overhead. The lightweight certificate shows compliance with the X.509 standard, which allows use
in all current PKI implementations. Not only is our optimized certificate larger than that of [73]
(417 vs 324 bytes), this is also the case for the compressed certificate (373 vs 146 bytes). This can
be due to the fact that [73] has applied more efficient techniques for optimizing certificate size.
For example, for the “Subject Public Key Info” field, [73] have taken extra steps to compress the
ECC keys, even before CBOR compression. Furthermore, another reason for smaller certificate
sizes could be attributed to the fact that the CBOR libraries used in both works are implemented
differently. Namely, the library in our work (cbor2) is noted to be compliant with the original
CBOR specification (RFC 7049, [94]). Nevertheless, the CBOR library used in [73] has been
implemented before the existence of RFC 7049 [94].

6.3.2 Certificate verification
For certificate verification time and energy consumption, we have the works by Won et al. [6], Pinol
et al. [54], Singla and Bertino [59], and Marino et al. [74]. Firstly, it can be seen that our work
outperforms [6] and [59] by 8.4-16.4 times. Nevertheless, due to the fact that the architectures in
these works are blockchain-based, and thus completely different from our work, we will not go into
much detail as we do not think that would be a fair comparison.

60



Next, we have Pinol et al. [54], who created an open source ECC that is optimized for the IoT
and includes an Elliptic-Curve Diffie-Hellman (ECDH) and an Elliptic-Curve Digital Signature
Algorithm (ECDSA). They skip division operations since they are computationally expensive in
order to optimize the algorithms. They instead use modular arithmetic. The comparison shows
that our implementation is 263-724 times faster than that of [54], depending on the keysize. This is
mainly due to the fact that the implementation of [54] has been tested on a STM32W108CC wireless
chip, which has much slower hardware than a Raspberry Pi 4B [95]. Furthermore, another reason
could be that the authors have implemented their own ECC, instead of relying on libraries. This
could introduce performance bottlenecks, as custom ECC implementations could be non-compliant
to specifications.

The final work up for comparison is that by Marino et al. [74], who developed PKIoT, which allows
IoT nodes to assign computationally intensive security-related tasks to a remote server. Nodes are
free to decide which tasks to assign based on their current state and level of trust in the server.
As a result, the PKIoT architecture offers a scalable, adaptable, and flexible solution. They also
developed a novel type of compact certificate, which requires PKIoT compatibility on both ends
of the communication but allows for even further transmission overhead reductions when used in
place of normal X.509 certificates. The comparison results show that our implementation is almost
31 times faster, and consumes 2 times less energy than the work in [74]. This can be attributed
to a number of factors. Firstly, the usage of different crypto libraries: while our implementation
uses pycryptodome, [74] uses micro-ecc [96]. Due to implementation and programming language
differences, these libraries can achieve different results in terms of performance. Nevertheless,
the improvement in performance cannot be attributed to our hardware; the PKIoT server, used
to perform cryptographic operations when nodes choose so, is a PC with an Intel Core i5-6500
@ 3.20GHz and 15.6 GB of RAM. However, it is possible that the worse performance of can be
due to certificate size. In [74], on the client side certificates are stored as a simple link to the
full certificate, which is located on a PKIoT server. This certificate is unfortunately a full-sized
certificate, which can explain the longer verification times and higher energy consumption.

We conclude this section by giving a comprehensive overview of the discussed articles in Table 6.1.

Table 6.1: Comparison of proposed solution with those present in the literature.

Type of metric Name Authors’ results Our results Improvement

Certificate
size Forsby et al. [73]

• Optimized:
324 bytes

• Compressed:
146 bytes

• Optimized:
417 bytes

• Compressed:
373 bytes

7

Certificate
verification

IoT-PKI [6] • 128 ms
• 15.2 ms
• 7.7 mJ

3

Pinol et al. [54] • 4-11 s, 153.84 mJ 3
Singla et al. [59] • 128-250 ms 3
PKIoT [74] • 469 ms, 16.57 mJ 3

6.4 Conclusions
In benchmarks 6.2.2-6.2.4, it is shown that there is no significant difference in execution time
between the various types of certificates. Nevertheless, the benchmarks do mostly show that the
optimized CBOR encoded certificates perform better in terms of memory usage, certificate size,
and energy consumption. This can be attributed to a number of factors:

1. More effective number encoding is supported by CBOR, which employs a variable-length
integer encoding system that consumes fewer bytes than JSON to represent small values. In
contrast to JSON’s text-based representation, CBOR permits the encoding of floating-point
integers using a more compact binary format [94].

2. CBOR uses a length-prefix encoding strategy for Unicode strings, which enables it to repre-
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sent strings using fewer bytes than JSON’s Unicode escape sequences. This enables CBOR
to support more compact encoding of Unicode strings. For instance, the Unicode characters
in CBOR are never escaped, in contrast to formats like JSON. Therefore, a newline character
(U+000A) is never represented in a string as bytes 0x5c6e (the characters “\” and “n”) but
rather as bytes 0x0a.

3. Tagging is one of the characteristics of CBOR, which may enable it to represent some cate-
gories of data more effectively than JSON. For instance, CBOR comes with built-in support
for expressing dates and times, which can be done with less data than equivalent JSON
expressions.

What is surprising is that the CBOR encoding seems to have no significant effect on the perfor-
mance in terms of time. In fact, although the differences are barely noticeable, most benchmarks
perform slower than their optimized JSON counterparts. We argue that CBOR requires more
time to encode/decode than JSON, as CBOR needs to compress/decompress the data as well, and
because of the aforementioned reasons.

Furthermore, we argue that optimized and CBOR encoded certificates have a positive effect on
energy usage, when compared with the traditional certificates. This can be attributed to the fact
that CBOR encoding requires less resources than regular JSON encoding. It is important to note
that the energy measurement results could be skewed due to hardware inaccuracies.

Also, certificate lookup is visibly improved using CBOR as long as the number of zones are high
enough. We suppose CBOR encoding only has an effect on operations that require CBOR data
to be sent over the network, such as certificate lookup, therefore leveraging the power of efficient
encoding the most.

We conclude that CBOR encoding has no significant or an adverse effect on all operations in
terms of time, because the compression of CBOR encoding requires more time than regular JSON.
Nevertheless, when CBOR encoded certificates are sent across numerous hosts (Section 6.2.5). In
such cases, the power of CBOR encoding is properly leveraged. Furthermore, the benchmarks
mostly show that the CBOR encoding shows a significant decrease in memory consumption and
certificate size. By comparing our obtained results with those from the literature (Table 4.2 and
4.3), we have concluded that our certificate verification is faster and consumes less energy, but it
must be taken into account that different architectures and hardware platforms could have had an
effect on these outcomes. Nonetheless, we also concluded that there is still room for improvement
in certificate size, as other works have shown that a smaller certificate size can be obtained.

The next chapter will validate our proposed solution in terms of security, by conducting a theoretical
and formal security analysis.
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Chapter 7

Security analysis

This chapter presents details of the security analysis that will be performed on the implementation.
The security analysis is three-fold. Firstly, we will be conducting a theoretical security analysis
using theoretical proofs. Secondly, we will be outlining a number of security guarantees, such as
resilience against replay attacks. Finally, we will be performing a formal analysis using a for-
mal verification tool called Automated Validation of Internet Security Protocols and Applications
(AVISPA). However, first we will describe the adversarial model and assumptions:

7.1 Adversarial model
An adversary will possess the following capabilities:

• The adversary will have unrestricted control over the communication channel, enabling them
to observe, manipulate, or replay the messages conveyed over the channel.

• The adversary has the capability to employ the following attack model and execute it within
polynomial time:

– lookup(N, M) This operation allows the adversary to legitimately request the public
key of node N through zone master M , as if it were a regular user.

– enroll(M) This operation allows the adversary to legitimately enroll into a zone with
master M , as if it were a regular user.

– update(C, M) This operation allows the adversary to update its certificate to C using
zone master M .

– revoke(Z) This operation allows a malicious zone master to revoke its child or parent
zone Z.

– corruptNode() This attack model represents a scenario in which a node becomes com-
promised or corrupted.

– corruptZoneMaster() This attack model represents a scenario in which a zone master
becomes compromised or corrupted.

7.2 Assumptions
• The adversary:

– can start any number of parallel protocol sessions,

– knows the functioning of the entire protocol,

– can build and send messages,
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– can read, retain and block any sent message,

– can decrypt any message for which it has the key.

• It is computationally infeasible for the adversary to break the Elliptic-Curve Digital Signature
Algorithm (ECDSA), Elliptic-Curve Diffie-Hellman (ECDH), and Elliptic-Curve Discrete
Logarithm Problem (ECDLP).

7.3 Theoretical analysis
The architecture employs Elliptic Curve Cryptography (ECC) to generate its keys and signatures,
as outlined in Section 5.10. Additionally, the SHA-256 hashing algorithm is utilized as the secure
hashing algorithm. This section will provide a theoretical security analysis of various operations
present in the design of the PKI.

7.3.1 Certificate updating
In the case that a node wants to update its public-private keypair, it can issue a certificate update
request to the zone master. It must be ensured that only the node who is in possession of the
secret key is able to update its keypair.

Theorem 1. A node who does not have the secret key for an identity is unable to send a legitimate
update transaction to the zone master.

Proof. If a node wants to update its keypair, it can simply send a new certificate Cnew signed with
the old key SKold. In order to create this signature S, the node needs to be in possession of SKold.
The submission of an update transaction by an adversary, for an identity that is not under their
possession, can only be achieved through the successful reconstruction of SKold and the creation of
a valid signature for the new certificate. If the adversary is able to do this, it would imply that the
adversary is able to break the ECDSA, which is computationally infeasible for a computationally
limited adversary.

7.3.2 Node unenrollment
When a node wants to unenroll out of the zone, it can request the zone master to do so, who will
then revoke the certificate of the node in its internal table. The node does this by sending a signed
message requesting to unenroll, similar to the certificate update procedure.

Theorem 2. It is impossible for an adversary to submit a legitimate revoke transaction to the
zone master for an identity that they do not hold the secret key for.

Proof. If a node wants to unenroll from the zone, it will send a request signed with SK to the zone
master. If an adversary wants unenroll a node for which it does not own the private key SK, it
will need to get a hold of SK. Therefore, the adversary must be able to break the ECDSA, which
is computationally infeasible for a computationally bound adversary.

7.3.3 Certificate lookup
When two nodes want to communicate securely, they will have to look up their respective certifi-
cates. This can be done by querying the zone master for the certificates. It is therefore essential
that the certificates are not modified in transit. We propose the following theorem:

Theorem 3. It is impossible for an adversary to modify a certificate in transit during a lookup
procedure.

Every certificate handed out by a zone master is signed by the zone master itself. Furthermore,
every zone master public key certificate is signed by its parent. Therefore, if a node wants to check
the validity of a certificate, it can check the signature on the certificate. Next, it will traverse
the certificate chain until it reaches the root certificate, for which it must assume that it is to be
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trusted. Therefore, if an adversary aims to perform a MITM with a malicious certificate, it must
be able to forge the signature of the zone master in which a node resides. Thus, the adversary
must be able to obtain the private key of the zone master, or must be able to break the ECDSA,
which is computationally infeasible given a computationally limited adversary.

7.4 Security guarantees
This section will outline a number of security guarantees for the proposed PKI solution.

7.4.1 Secure against replay attacks
Our PKI is resilient against replay attacks, because the authenticity of messages sent over public
key cryptography can be verified by checking the certificate, along with the signatures of all zone
masters. Furthermore, messages sent over public key cryptography include encrypted nonces,
which ensure that an adversary is not able to retransmit such messages (Section 5.2.1). The only
potential possibility for replay attacks is that for node enrollment, because an adversary can simply
retransmit an enrollment request. Nevertheless, this does not have a major impact as the zone
master can simply check that a certain node has already been enrolled. If an adversary stores an
enrollment request for a node that has unenrolled out of the zone, replay attacks are prevented by
requiring a fresh Diffie-Hellman key exchange (that is, with new keys) for every enrollment request,
regardless of whether this node has enrolled before.

7.4.2 Mutual authentication
Our system offers mutual authentication, in which all entities (such as IoT nodes and zone masters)
mutually verify one other’s identities. More specifically, because it is computationally infeasible
to break the ECDH, adversaries are unable to spoof authentication on enrollment requests λ =
{([PK],H)}σ, as they are encrypted with symmetric key σ. Furthermore, adversaries cannot spoof
messages exchanged over public key cryptography as they are protected by an encrypted nonce
(Section 5.2.1).

7.4.3 Secure against impersonation attacks
An attacker is unable to create legitimate messages to send over the network unless it has access
to the zone master’s or an IoT node’s private key. Therefore, it is impossible for an adversary to
pretend to be a zone master or an IoT node.

7.4.4 Secure against Man-in-the-Middle attacks
Man-in-the-middle attack (MITM) attacks occur when an active attacker successfully poses as both
the user to the server and the server to the user by intercepting the communication connection
between a legitimate user and the server. After then, both the user and the targeted server will
think they are speaking to one other. From the previously mentioned guarantees, we infer that
our protocol can offer mutual authentication, which enables us to prevent MITM attacks.

7.4.5 Secure against brute-force attacks
The total number of unique keys used in the encryption system is what determines the size of the
key space. In order to prevent brute-force attacks, an encryption algorithm’s key-space needs to
be sufficiently vast. Our proposed PKI employs the NIST P-256 curve, which has a keysize of
256 bits. Therefore, the entire keyspace of this encryption scheme is 1.16 × 1077. Following, we
conclude that a brute force attack is computationally infeasible for such a keyspace.

7.4.6 Secure against passive attacks
To prevent adversaries from listening in, the transmitted data is encrypted in the proposed solution
using the ECC and AES encryption scheme. As a result, without the decryption key, the passive
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adversaries are unable to decrypt the intercepted message. Thus, we conclude that our proposed
solution is resilient against passive attacks.

7.5 Formal analysis
For the formal analysis, we have employed the Automated Validation of Internet Security Pro-
tocols and Applications (AVISPA) tool, which is frequently used to examine security protocols
and cryptographic properties. Researchers and developers can use it as a platform for automatic
assessment and testing of security aspects of protocols [97]. AVISPA examines the provided model
under the presumptions of perfect cryptography [98] and protocol message exchange via a network
controlled by a Dolev-Yao adversary [99]. Specifically, the intruder can intercept messages and
analyze them if it has the decryption keys, and it can act upon this knowledge.

In this analysis, two models have been written in High-Level Protocol Specification Language
(HLPSL), which AVISPA internally translates to an Intermediary Format (IF), which it feeds to
a backend, Constraint-Logic-based Attack Searcher (CL-Atse). We opted to write two HLPSL
models, as we deemed these models to cover all operations inside the proposed design best:

1. Messages over symmetric-key cryptography: in this HLPSL specification, the node enrollment
procedure (Section 5.2) is modeled. That is, the node and zone master agree on a symmetric
key using a Diffie-Hellman key exchange. Next, the node sends a symmetrically encrypted
request to the zone master to be enrolled into the zone. Finally, the zone master responds
to the enrollment request with a symmetrically encrypted message as well.

2. Messages over public-key cryptography (Section 5.2.1): in this specification, all other opera-
tions in the design are modeled. Firstly, The requesting party generates a nonce and sends
this nonce, along with the request payload in an encrypted form (with the public key of the
receiving party) to the receiver. The receiving party responds with the same nonce, concate-
nated with its desired response payload. The entire response is encrypted with the public
key of the sending party. The reason for including a nonce in the request and response is to
prevent MITM attacks, more details in Section 5.2.1.

The full HLPSL models can be found in Appendix A.

7.5.1 Results
Both proposed models have been tested using the CL-Atse backend. The simulation results showed
that both models protect the confidentiality of the message payloads, and that the second HLPSL
model ensures correct authentication of both communicating parties. We want to note that check-
ing for this property in the first model is not relevant, as it is assumed that all entities with
possession of symmetric keys are authenticated parties, while in the second model any unauthen-
ticated party can send messages encrypted with the public key of the recipient.

According to the best of our knowledge, both HLPSL specifications cover the entire protocol design
in a complete way. Therefore, we consider according to the formal analysis, the entire design to
be secure.

We would like to note that we have decided not to conduct a comparison between our work and
that of the literature, as we deemed the metrics for comparison in Table 4.2 and 4.3 too difficult
to give an accurate and comprehensive comparison.

7.6 Conclusions
In this chapter, we have performed a theoretical and formal analysis of the proposed PKI design.
Furthermore, we have provided a number of security guarantees, such as resilience against im-
personation attacks. In the theoretical analysis, we have written a number of theorems related
to various operations inside this new architecture, along with their proofs. Next, in the formal
analysis, we have written to HLPSL specifications that model two types of communication in the
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architecture: (i) those using symmetric-key cryptography, and (ii) those using public-key cryptog-
raphy. Assuming that the two specifications fully cover the entire architecture, we conclude that
along with the theoretical analysis and the security guarantees, the proposed solution is secure.

The next chapter is the final chapter of this thesis, which will conclude it entirely.
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Chapter 8

Conclusions

In this thesis we have researched the academic landscape regarding Public Key Infrastructure (PKI)
for the Internet of Things (IoT), in order to identify issues and opportunities in designing such a
PKI. Furthermore, we have designed, implemented, and evaluated a lightweight PKI tailored to
IoT devices. This chapter aims to conclude this thesis, by noting the research objectives, answering
the research questions, stating the contributions, limitations, and potential future works.

8.1 Research objectives
The term Internet of Things (IoT) describes actual physical items with sensors, processing power,
and software that may connect to other systems and devices via the Internet to exchange data [3].
The IoT is converting people’s immediate surroundings into a cyberphysical system that they can
interact with by using wearables and personal mobile devices like smartphones. However, there are
many security issues in the IoT space that need to be resolved [9]. Researchers have documented
numerous attempts to compromise the availability [16, 17], confidentiality [10–12], and integrity
[13–15] of IoT devices. Public Key Infrastructure (PKI) is one of many solutions to address the
aforementioned issues and is already used daily in traditional computer systems. PKI facilitates the
generation, dissemination, modification, and revocation of digital certificates. A digital certificate
serves as a connection between public keys and the identities, of numerous entities [25]. As part of
the procedure to create the connection, a Certificate Authority (CA) produces and registers these
digital certificates.

Unfortunately, IoT vendors have been slow to deploy PKI for a number of reasons:

1. The CA introduces a single point of failure due to the design of conventional PKI infras-
tructures. Therefore, if an attacker manages to take over the CA, they will be able to issue
certificates for whomever they choose. This problem is particularly crucial in IoT contexts
because the vast array of connected devices increases the possible attack surface.

2. Traditional cryptographic algorithms will have severe performance constraints when imple-
mented on regular IoT hardware due to the resource-constrained nature of IoT devices. To
illustrate, Blanc et al. [26] have ported 12 encryption algorithms to multiple IoT hardware
platforms, to compare their performance. Their experimental results show that the algo-
rithms run 6-50 times slower than on traditional PCs, depending on the architecture.

By creating a decentralized PKI system that uses lightweight cryptography and is suitable for IoT
devices with minimal processing power, this thesis seeks to overcome the aforementioned problems.
The aforementioned issues emphasize the importance of this research, as do the numerous attacks
on IoT devices that have been documented [8, 10–18].

68



8.2 Contributions
In this thesis, we have provided two contributions. Firstly, a SLR on the academic landscape
regarding PKI for the Internet of Things (IoT). This SLR has resulted in more than 30 articles,
which have been analyzed based on metadata and content. From this analysis, we have concluded
that in the current academic landscape PKI solutions make use of mostly five technologies: El-
liptic Curve Cryptography (ECC), decentralized technologies, DNA cryptography, pairing-based
cryptography, and Physical Unclonable Functions (PUFs). We have summarized all 37 articles,
and provided a concise overview of all advantages and disadvantages of the five technologies found
in the SLR. We end the SLR by giving a comprehensive overview of all articles, by listing their
features, such as technology used, and results of their performance and security analyses. To the
best of our knowledge, no such SLR has been conducted before, thus stressing the importance of
this contribution.

The second contribution of this thesis is the design, implementation and evaluation of a Public
Key Infrastructure (PKI), tailored to Internet of Things (IoT) devices. This implementation aims
to address the research objectives stated earlier, by creating a PKI that is not only lightweight in
terms of computational requirements, but that also scales well in terms of IoT devices. These two
aspects are especially important in the IoT context, since such devices are characterized by having
stringent resource constraints, and are expected to come by the billions in the upcoming years
[8]. We have not only found that it is feasible to implement a PKI for IoT, but that this PKI, in
some aspects, performs better than existing PKIs in the literature (Section 6.3). This stresses the
importance of this contribution, as secure communication is very important among IoT devices,
and should not introduce too significant computational and communication overhead.

8.3 Research questions
In this section, we aim to answer the research questions proposed at the start of this thesis (Chapter
1).

8.3.1 RQ1: What are the current issues regarding PKI for IoT?
As the Internet of Things (IoT) landscape expands quickly, connecting everything from sensors to
appliances, there is a growing need for a Public Key Infrastructure (PKI) tailored for IoT devices.
Nevertheless, the current traditional PKI architecture is not suitable for billions of computationally
limited IoT devices, due to two main reasons:

1. Traditional PKI, which depends on a single Certificate Authority (CA), may run into ad-
ministration and scalability issues in massive IoT deployments. IoT device numbers can
reach billions [8], making managing unique certificates for each device difficult and time-
consuming. Furthermore, the vast number of IoT devices increases the attack surface of the
PKI, which makes it easier to become compromised, thus jeopardizing all IoT devices due to
the traditional PKI’s centralized nature.

2. IoT devices often have limited energy, memory, and computing resources. For IoT devices
with limited resources, traditional cryptographic methods can be unusable because they
frequently need a lot of computing power and memory to execute encryption and decryption
operations. It is possible that these devices lack the processing power required to handle the
computational overhead of conventional cryptography. It is therefore important to develop
a PKI that takes this into account, by for example using lightweight cryptography such as
ECC.

8.3.2 RQ2: What are the lightweight PKI solutions already present in
the literature?

To answer this research question, we have conducted a Systematic Literature Review (SLR), to
identify the current academic landscape regarding PKI for IoT. As a result, we have found 19
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articles that propose novel PKI solutions, tailored to IoT devices (Table 4.2). The majority of
these articles (32%) propose PKI systems based on decentralized technologies, such as blockchain.
Moreover, other technologies used in proposed solutions include X.509 optimizations, Physical Un-
clonable Functions PUF, and Elliptic Curve Cryptography (ECC). All three individually contribute
to 16% of the total number of articles. This reflects the need for a scalable and lightweight PKI
solution, which addresses the two main problems found in the traditional PKI systems regarding
IoT, namely the device’s vast numbers and inherently limited computational capabilities. This
idea is further cemented when studying the articles that propose cryptographic algorithms for the
IoT (Table 4.3), where over 68% of those articles use ECC as their main contributing factor.

8.3.3 RQ3: How do we implement a lightweight PKI solution for the
IoT?

As the IoT environment expands quickly, connecting everything from sensors to appliances, there
is a growing need for a scalable and decentralized PKI. The specific security concerns that IoT
ecosystems raise can be addressed using a decentralized, lightweight PKI. First, given the nature
of IoT networks, a PKI architecture for the IoT must be decentralized. Decentralized PKIs in-
crease attack resilience by doing away with the requirement for a centralized authority to manage
certificates, which reduces single points of failure. Second, a lightweight PKI system is a PKI sys-
tem designed specifically for IoT devices with constrained resources. These devices usually have
little memory, computation, and energy capacities. Traditional PKI architectures, which were
initially developed for more powerful computing environments, can hinder the performance and
effectiveness of IoT devices.

We have addressed these two points by implementing a lightweight PKI. The contributions of this
lightweight PKI are two-fold:

1. We have proposed a decentralized PKI system as a solution for the single point of failure
that traditional PKI architectures have. We have suggested introducing an architecture that
makes use of “zones”, each of which has a master. All other IoT nodes in its zone have a
master that issues, updates, revokes, and searches for certificates for them. Consequently,
compared to the conventional PKI design, it functions much like a Certificate Authority
(CA). Zone masters are responsible for keeping track of all nodes’ certificates within their
zone. If a zone has more nodes than it can manage, one of the nodes in the zone will be
changed to a new master node, forming a new zone that is connected to the old zone. A
parent-child architecture is created as a result, with links between each zone (aside from the
root zone).

2. The second contribution has addressed the need for a lightweight architecture, which is
achieved in two following ways: (i) Elliptic Curve Cryptography (ECC), a public key cryp-
tography based on the algebraic structure of elliptic curves over finite fields, is a technique
for using lightweight encryption. In comparison to traditional cryptographic techniques like
RSA, it has an advantage because it provides the same level of security with smaller key
sizes [89]. (ii) The usage of lightweight certificates: In order to speed up certificate creation
and verification, the suggested design will drastically reduce the amount and size of fields
included in the current X.509 certificates. We have encoded the certificates using Concise
Binary Object Representation (CBOR) to further reduce communication overhead.

8.3.4 RQ4: How will this new lightweight PKI solution perform com-
pared with traditional and literature PKI solutions?

We have gathered five articles from Table 4.2 and 4.3 that are eligible for a performance comparison.
These five articles have performance results across two types of metrics: certificate size, and
certificate verification (in terms of energy consumption and time).

Only one article has discussed the first type of metric, from the comparison with the article and our
work, we have found that there is still room for improvement: our optimized and CBOR encoded
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certificates are 28.7% and 155.47% larger respectively than those in the work. We have also argued
why this could be the case.

The other four articles have discussed the other metric: certificate verification. From this perspec-
tive, our implementation performs much faster and more efficient than the works in the literature.
Namely, our implementation is 8.4-724 times faster and 2.1-20 times more energy efficient, when
looking at all works. Furthermore, we have argued why our implementation is more efficient. Nev-
ertheless, it must be noted that differences in architectures and hardware performance can have a
large influence on such performance results.

8.4 Limitations and future works
This section describes some limitations of the proposed PKI solution, along with potential future
works to address the limitations.

8.4.1 Certificate queries
Nodes are not updated on the new certificates of other nodes due to the architecture’s design. In
order to share data securely, nodes must periodically ask the zone master for certificates. The zone
master may be subject to a heavy workload as a result. This is a problem that must be solved,
with for example client-side certificate caching. Nodes can cache certificates so that they do not
have to query the zone master every time they want to communicate.

8.4.2 TOFU on enrollment
The node enrollment strategy used by the current system is based on the idea of Trust on First
Use (TOFU) [92]. Essentially, the zone master assumes that the node is benign during this process
and will not falsify its identity, as indicated by its UUID, when generating its certificate. For a
future work, this issue can be solved, potentially by a cryptographic verification mechanism that
introduces unique fingerprints for each IoT node, so that zone masters are able to distinguish
between nodes.

8.4.3 Implementation bottleneck
The proposed solution has been implemented in Python, with the reason that it is just a proof-
of-concept. While the implementation can be deployed on hardware such as a Raspberry Pi, this
is not the case for smaller hardware such as an ESP32. For a potential future work, the proposed
solution can be implemented in a lightweight variant of Python such as MicroPython1, or an even
lower level language such as C.

8.4.4 Certificate verification
If a node wants to verify a certificate of a node, it has to traverse the entire certificate chain from
the node’s zone master, all the way to the root zone. To this end, it has to request the certificates
and signatures of all mentioned zone masters. This can impose a significant burden on the first
number of zone masters, potentially bottlenecking the architecture. A potential solution could be
to verify only a number of parent zone masters, while still ensuring secure certificate verification.

1https://micropython.org/
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Appendix A

HLPSL models

A.1 Node enrollment (Section 5.2)
1 role role_N(N:agent,S:agent,K:symmetric_key,SND,RCV:channel(dy))
2 played_by N
3 def=
4 local
5 State:nat,
6 R:text,C:text
7 init
8 State := 0
9 transition

10 1. State=0 /\ RCV(start) =|>
11 State':=1
12 /\ R':=new()
13 /\ SND({R'}_K)
14 2. State=1 /\ RCV({C'}_K) =|>
15 State':=2
16 end role
17

18 role role_S(S:agent,N:agent,C:text,K:symmetric_key,SND,RCV:channel(dy))
19 played_by S
20 def=
21 local
22 State:nat,
23 Nonce:text,R:text
24 init
25 State := 0
26 transition
27 1. State=0 /\ RCV({R'}_K) =|>
28 State':=1
29 /\ SND({C}_K)
30 /\ secret(C,sec_1,{N,S})
31 end role
32

33 role session(N:agent,S:agent,C:text,K:symmetric_key)
34 def=
35 local
36 SND1,RCV1,SND2,RCV2:channel(dy)
37 composition
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38 role_S(S,N,C,K,SND1,RCV1) /\ role_N(N,S,K,SND2,RCV2)
39 end role
40

41 role environment()
42 def=
43 const
44 k:symmetric_key,
45 node,server:agent,
46 c:text,
47 sec_1:protocol_id
48 intruder_knowledge = {node,server}
49 composition
50 session(node,server,c,k)
51 end role
52

53 goal
54 secrecy_of sec_1
55 end goal
56

57 environment()

A.2 Subsequent communication (Section 5.2.1)
1 role role_N(N:agent,S:agent,Kn:public_key,Ks:public_key,SND,RCV:channel(dy))
2 played_by N
3 def=
4 local
5 State:nat,Nonce:text,Request,Response:text
6 init
7 State := 0
8 transition
9 1. State=0 /\ RCV(start) =|>

10 State':=1
11 /\ Nonce':=new()
12 /\ Request' := new()
13 /\ SND({Nonce'.Request'}_Ks)
14

15 2. State=1 /\ RCV({Nonce.Response'}_Kn) =|>
16 State':=2
17 %% Verify nonce
18 /\ request(N,S,auth_1,Nonce)
19 end role
20

21 role role_S(S:agent,N:agent,Kn:public_key,Ks:public_key,SND,RCV:channel(dy))
22 played_by S
23 def=
24 local
25 State:nat,Nonce:text,Request,Response:text
26 init
27 State := 0
28 transition
29 1. State=0 /\ RCV({Nonce'.Request'}_Ks) =|>
30 State':=1
31 /\ Response' := new()
32 /\ SND({Nonce'.Response'}_Kn)
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33 /\ secret(Response',sec_1,{N,S})
34 /\ witness(S,N,auth_1,Nonce')
35 end role
36

37 role session(N:agent,S:agent,Kn:public_key,Ks:public_key)
38 def=
39 local
40 SND1,RCV1,SND2,RCV2:channel(dy)
41 composition
42 role_S(S,N,Kn,Ks,SND1,RCV1) /\ role_N(N,S,Kn,Ks,SND2,RCV2)
43 end role
44

45 role environment()
46 def=
47 const
48 kn,ks:public_key,
49 node,server:agent,
50 sec_1,auth_1:protocol_id
51 intruder_knowledge = {node,server,kn,ks}
52 composition
53 session(node,server,kn,ks)
54 end role
55

56 goal
57 secrecy_of sec_1
58 authentication_on auth_1
59 end goal
60

61 environment()
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